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The aim of this talk is to make two points relative to NSA:

- In most applications of NSA to analysis, only elementary tools and techniques of nonstandard calculus seems to be necessary.
- The advantages of a theory which includes infinitasimals rely more on the possibility of making new models rather than in the dimostration techniques.

These two points will be illustrated using $\alpha$-theory in the study of Brownian motion.
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## The basic point

We do not want that every single object or result of the standard model have its analogous in the nonstandard model.

We want to compare only the final result (namely the Fokker-Plank equation).

Without this request, usually, the nonstandard models are more complicated that the standard ones since they are forced to follows a development not natural for them.
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## The abstract scheme
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## Our program

Starting from a naive idea of Brownian motion, and using $\alpha$-theory, we deduce the Fokker-Plank equation in a simple and rigorous way.

It is possible to keep every things to a simple level since all the theory of stochastic grid equations is treated as a hyperfinite theory and it is not translated in a "standard model".

The only standard object is the final one: the Fokker-Plank equation.
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$\alpha$-theory is based on the existence of a new mathematical object, namely $\alpha$ which is added to the other entities of the mathematical universe.

We may think of $\boldsymbol{\alpha}$ as a new "infinite" natural number added to $\mathbb{N}$, in a similar way as the imaginary unit $i$ can be seen as a new number added to the real numbers $\mathbb{R}$.

The "existence" of $i$ leads to new mathematical objects such as holomorphic functions etc. In a similar way, the "existence" of $\alpha$ leads to new mathematical objects such as internal sets (and functions) etc.
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## $\alpha 5$. Pair Axiom.

If $\vartheta(n)=\{\varphi(n), \psi(n)\}$ for all $n$, then $\vartheta(\boldsymbol{\alpha})=\{\varphi(\boldsymbol{\alpha}), \psi(\boldsymbol{\alpha})\}$.
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Then, in $\alpha$-theory there exists a unique Mathematical Universe with three kind of sets:

- standard sets: they can be constructed without postulating the existence of " $\alpha$ ".
- internal sets: they are constructed according to the rule defined by Axiom 4.
- sets which are not standard nor internal.

The application of $\alpha$-theory to the study of Brownian motion is contained in the following works:

Rago, Emiliano Una deduzione dell'equazione di Fokker-Planck con metodi Nonstandard, Thesis, University of Pisa, (2001).

Benci V., Galatolo S., Ghimenti M. An elementary approach to Stochastic Differential Equations using the infinitesimals, to appear.
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\begin{gathered}
\mathbb{H}:=\mathbb{H}_{\alpha}=\left\{k \Delta: k \in \mathbb{Z}^{*},-\frac{\alpha^{2}}{2} \leq k<\frac{\alpha^{2}}{2}\right\} \\
\Delta:=\frac{1}{\alpha}
\end{gathered}
$$

Clearly $\mathbb{H}$ is an hyperfinite set with $|\mathbb{H}|=\alpha^{2}$. Given $a, b \in \mathbb{H}$, we set

$$
\begin{aligned}
{[a, b]_{\mathbb{H}} } & =\{x \in \mathbb{H}: a \leq k \leq b\} \\
{[a, b)_{\mathbb{H}} } & =\{x \in \mathbb{H}: a \leq k<b\}
\end{aligned}
$$

## Definition

An internal function

$$
\xi: \mathbb{H} \rightarrow \mathbb{R}^{*}
$$

is called grid function.

## Definition

Given a grid function $\xi: \mathbb{H} \rightarrow \mathbb{R}^{*}$, we define its grid derivative $\frac{\Delta \tilde{\xi}}{\Delta t}$ as

$$
\frac{\Delta \xi}{\Delta t}(t)=\frac{\xi(t+\Delta)-\xi(t)}{\Delta} ;
$$

## Definition

The grid integral of $\xi$ is defined as

$$
\mathbb{I}[\xi]=\Delta \sum_{t \in \mathbb{H}} \xi(t) ;
$$

if $\Gamma \subset \mathbb{H}$ is a hyperfinite set we define its grid integral as

$$
\mathbb{I}_{\Gamma}[\xi]=\Delta \sum_{t \in \Gamma} \xi(t)
$$

## Definition

of A grid function $\xi$ is called integrable in $[a, b](a, b \in \mathbb{R})$ if $\mathbb{I}_{[a, b]}[\xi]$ is finite; in this case, we set

$$
\int_{a}^{b} \xi(s) d s_{\Delta}:=\operatorname{sh}\left(\mathbb{I}_{[a, b)}[\xi]\right)=\operatorname{sh}\left(\Delta \sum_{t \in \mathbb{H} \cap[a, b)} \xi(t)\right)
$$
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obtained as restriction of $f^{*}$ to $[a, b]_{\mathbb{H}}$. When no ambiguity is possible we will denote $f^{*}$ and $\tilde{f}$ with the same symbol and the $\alpha$-integral of $f$ will be denoted by
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\int_{a}^{b} f(s) d s_{\Delta}
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Clearly, if $f$ is continuous, the $\alpha$-integral of $\tilde{f}$ coincides with the Riemann integral of $f$. Notice that every (bonded) function has its $\alpha$-integral.
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In order to develop the the theory, the grid derivative of $x(t)$ needs to be infinite, but not too big, namely

$$
\frac{\Delta x}{\Delta t}(t) \cong \sqrt{\alpha}
$$
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The Ito's Formula holds for grid-functions which have infinite derivative, but not too big, as in the case of Brownian motion.

## Theorem (The Ito's Formula for grid-functions)

Let $\varphi \in C_{0}^{3}\left(\mathbb{R}^{2}\right)$ and $x(t)$ be a grid function such that

$$
\begin{equation*}
\left|\frac{\Delta x}{\Delta t}(t)\right| \leq \eta \alpha^{2 / 3}, \quad \eta \sim 0 \tag{2}
\end{equation*}
$$

Then

$$
\frac{\Delta}{\Delta t} \varphi(t, x) \sim \varphi_{t}(t, x)+\varphi_{x}(t, x) \frac{\Delta x}{\Delta t}+\frac{\Delta}{2} \varphi_{x x}(t, x) \cdot\left(\frac{\Delta x}{\Delta t}\right)^{2}
$$

Here $\varphi_{t}, \varphi_{x}$ and $\varphi_{x x}$ denote the usual partial derivative of $\varphi$.

## Idea of the proof
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\begin{aligned}
\frac{\Delta}{\Delta t} \varphi(t, x(t))= & \frac{\varphi(t+\Delta, x(t+\Delta))-\varphi(t, x(t+\Delta))}{\Delta} \\
& +\frac{\varphi(t, x(t+\Delta))-\varphi(t, x(t))}{\Delta} \\
\sim & \varphi_{t}(t, x(t))+\frac{\varphi(t, x(t+\Delta))-\varphi(t, x(t))}{\Delta}
\end{aligned}
$$
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\varphi(t, x(t+\Delta))=\varphi\left(t, x(t)+\Delta \frac{\Delta x}{\Delta t}(t)\right)
$$

and $\left|\Delta \frac{\Delta x}{\Delta t}(t)\right| \leq \eta \alpha^{2 / 3} \Delta=\eta \Delta^{1 / 3}$ is infinitesimal.

## Idea of the proof

But

$$
\varphi(t, x(t+\Delta))=\varphi\left(t, x(t)+\Delta \frac{\Delta x}{\Delta t}(t)\right)
$$

and $\left|\Delta \frac{\Delta x}{\Delta t}(t)\right| \leq \eta \alpha^{2 / 3} \Delta=\eta \Delta^{1 / 3}$ is infinitesimal.
Then

$$
\begin{aligned}
& \varphi\left(t, x(t)+\Delta \frac{\Delta x}{\Delta t}(t)\right) \\
= & \varphi(t, x(t))+\varphi_{x}(t, x(t)) \Delta \frac{\Delta x}{\Delta t}(t)+\frac{1}{2} \varphi_{x x}(t, x(t))\left(\Delta \frac{\Delta x}{\Delta t}(t)\right)^{2} \\
& +\frac{1}{3!} \varphi_{x x x}(t, x(t))\left(\Delta \frac{\Delta x}{\Delta t}(t)\right)^{3}+\varepsilon\left(\Delta \frac{\Delta x}{\Delta t}(t)\right)^{3}
\end{aligned}
$$

## Idea of the proof

Hence

$$
\begin{aligned}
& \frac{\varphi(t, x(t+\Delta))-\varphi(t, x(t))}{\Delta} \\
= & \varphi_{x}(t, x(t)) \frac{\Delta x}{\Delta t}(t)+\frac{\Delta}{2} \varphi_{x x}(t, x(t)) \cdot\left(\frac{\Delta x}{\Delta t}(t)\right)^{2} \\
& +\frac{\Delta^{2}}{6} \varphi_{x x x} \cdot\left(\frac{\Delta x}{\Delta t}(t)\right)^{3}+\varepsilon \Delta^{2}\left(\frac{\Delta x}{\Delta t}(t)\right)^{3}
\end{aligned}
$$

## Grid Differential Equations

A Grid Differential Equations has the following form

$$
\left\{\begin{array}{l}
\frac{\Delta x}{\Delta t}(t)=f(t, x(t)), \quad t \in \mathbb{H} \\
x\left(t_{0}\right)=x_{0}
\end{array}\right.
$$

where $f$ is any internal function.

## Theorem

The Cauchy problem for a Grid Differential equation has always a unique solution

## Stochastic Grid Equations

A Stochastic Grid Equation is simply a family of grid differential equations having the following form

$$
\left\{\begin{array}{l}
\frac{\Delta x}{\Delta t}(t)=f(t, x)+h(t, x) \xi(t) \\
x(0)=x_{0} \\
\xi \in \mathcal{R}
\end{array}\right.
$$

where $\mathcal{R}$ is a hyperfinite set.

We want to study the statistical behavior of the set of solutions of the above Cauchy problems

$$
\mathcal{S}=\left\{x_{\tilde{\zeta}}(t): \xi \in \mathcal{R}\right\} ;
$$

More precisely we want to describe the behavior of the density function

$$
\rho:[0,1]_{\mathbb{H}} \times \mathbb{H}^{*} \rightarrow \mathbb{Q}^{*}
$$

defined as follows

$$
\rho(t, x)=\frac{\left|\left\{x_{\tilde{\zeta}} \in \mathcal{S}: x \leq x_{\xi}(t)<x+\Delta\right\}\right|}{\Delta|\mathcal{R}|}
$$

## Definition

A stochastic class of white noises (or simply a withe noise) is the internal set of grid functions defined by

$$
\mathcal{R}=\mathcal{R}_{\alpha}
$$

where

$$
\mathcal{R}_{n}=\{-\sqrt{n},+\sqrt{n}\}^{[0,1]_{\mathbb{H}_{n}}}
$$

Thus, given a grid function $\xi$, we have that

$$
\xi \in \mathcal{R} \Leftrightarrow \forall x, \quad \xi(x)= \pm \sqrt{\alpha}
$$

## The main result

We will prove that $\forall \varphi \in \mathcal{D}([0,1) \times \mathbb{R})$,

$$
\iint\left(\varphi_{t}+f \varphi_{x}+\varphi_{x x} h^{2}\right) \rho d x_{\Delta} d t_{\Delta}+\varphi\left(0, x_{0}\right)=0
$$

under the assumption that $f$ and $h$ are internal functions, bounded on bounded sets.

## Standard interpretation

This result has a meaningful interpretation which makes sense also using the standard language.
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## Standard interpretation

This result has a meaningful interpretation which makes sense also using the standard language.

The standard objects which allow a bridge between Grid Functions and Standard Universe are the distributions

In fact, it is possible to associate a distribution $T_{\xi}$ to a grid function $\xi$ via the following formula:

$$
\left\langle T_{\xi}, \varphi\right\rangle=\int_{A} \xi \varphi d s_{\Delta}=\operatorname{sh}\left(\Delta \cdot \sum_{t \in A_{H}} \xi(t) \varphi(t)\right), \varphi \in \mathcal{D} .
$$

provided that $\xi \varphi$ is integrable.

Thus we have obtained the following result:

## Theorem

Assume that $\mathcal{R}$ is a white noise and that $f(t, x)$ and $h(t, x)$ are continuous functions. Then the distribution $T_{\rho}$ relative to the density function $\rho$ is a measure and satisfies the Fokker-Plank equation

$$
\begin{gather*}
\frac{d T_{\rho}}{d t}+\frac{d}{d x}\left(f(t, x) T_{\rho}\right)-\frac{1}{2} \frac{d^{2}}{d x^{2}}\left(h(t, x)^{2} T_{\rho}\right)=0 .  \tag{3}\\
T_{\rho}(0, x)=\delta \tag{4}
\end{gather*}
$$

in the sense of distribution.

If $f(t, x)$ and $h(t, x)$ are smooth functions, by standard results in PDE, we know that, for $t>0$, the distribution $T_{\rho}$ coincides with a smooth function $u(t, x)$.

If $f(t, x)$ and $h(t, x)$ are smooth functions, by standard results in PDE, we know that, for $t>0$, the distribution $T_{\rho}$ coincides with a smooth function $u(t, x)$. Then, for any $t>0, \rho$ defines a smooth function $u$ by the formula

$$
\forall \varphi \in \mathcal{D}((0,1) \times \mathbb{R}), \iint \rho \varphi d x_{\Delta} d t_{\Delta}=\iint u \varphi d x d t
$$

and $u$ satisfies the Fokker-Plank equation in $(0,1) \times \mathbb{R}$ in the usual sense:

$$
\frac{d u}{d t}+\frac{d}{d x}(f(t, x) u)-\frac{1}{2} \frac{d^{2}}{d x^{2}}\left(h(t, x)^{2} u\right)=0 .
$$

The conclusion of our Theorem hold not only if the "stochastic class" $\mathcal{R}$ defined as above, but for any class $\mathcal{R}$ which satisfies suitable properties. For example we can take

$$
\mathcal{R}=\mathcal{R}_{\alpha} ; \quad \mathcal{R}_{n}:=\left\{q_{1} \sqrt{n}, \ldots ., q_{k} \sqrt{n}\right\}^{[0,1]_{H_{n}}} ; \quad k \in \mathbb{N}
$$

with $q_{i} \in \mathbb{R}^{*}$,

$$
\sum_{i=1}^{k} q_{i}=0 ; \sum_{i=1}^{k} q_{i}^{2}=1
$$

## Probabilistic interpretation

In classical mathematics and also in some Nonstandard approach to this topic, the most delicate part relies in the notion of probability measure in an infinite dimensional metric space, namely the space of all the orbits.
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## Probabilistic interpretation

In classical mathematics and also in some Nonstandard approach to this topic, the most delicate part relies in the notion of probability measure in an infinite dimensional metric space, namely the space of all the orbits.

How can we introduce a probabilistic interpretation of the Fokker-Plank equation?

## Probabilistic interpretation

In a world where infinitesimals are allowed, it makes sense to define the probability function

$$
P:[\mathcal{P}(\Omega)]^{*} \rightarrow[0,1]^{*} \cap \mathbb{Q}^{*}
$$

in the following way

$$
P(E)=\frac{|E|}{|\Omega|}
$$

## Probabilistic interpretation

In a world where infinitesimals are allowed, it makes sense to define the probability function

$$
P:[\mathcal{P}(\Omega)]^{*} \rightarrow[0,1]^{*} \cap \mathbb{Q}^{*}
$$

in the following way

$$
P(E)=\frac{|E|}{|\Omega|}
$$

In this approach, there is no need to define the Lieb measure.

## Probabilistic interpretation

In fact, we have that

$$
P_{[a, b)}:=P\left(x_{\tilde{\zeta}}(t) \in[a, b)\right)=\mathbb{I}_{[a, b)}(\rho(\cdot, t))
$$

namely the probability is a hyperrational number; if you do not like it you may take the standard part:

$$
\operatorname{sh}\left(P_{[a, b)}\right):=\int_{a}^{b} \rho(x, t) d x_{\Delta}=\int_{a}^{b} u(x, t) d x
$$

## Idea of the proof

Chosen an arbitrary $\varphi \in \mathcal{C}([0,1] \times \mathbb{R})$ bounded in the second variable, we have that

$$
\varphi\left(1, x_{\zeta}(1)\right)-\varphi\left(0, x_{0}\right)=\Delta \sum_{t \in[0,1-\Delta]_{\mathrm{H}}} \frac{\Delta \varphi}{\Delta t}\left(t, x_{\xi}(t)\right),
$$

Now we assume that $\varphi \in \mathcal{D}([0,1) \times \mathbb{R})$ ); the by the Ito grid formula

$$
-\varphi\left(0, x_{0}\right) \sim \Delta \sum_{t \in[0,1)_{\mathrm{H}}}\left[\varphi_{t}+\varphi_{x} \cdot \frac{\Delta x}{\Delta t}+\frac{\Delta}{2} \varphi_{x x} \cdot\left(\frac{\Delta x}{\Delta t}\right)^{2}\right]
$$

## Idea of the proof

Since $x_{\zeta}$ solves our equation, we obtain

$$
\begin{aligned}
-\varphi\left(0, x_{0}\right) \sim & \Delta \sum_{t \in[0,1)_{\mathbb{H}}}\left[\varphi_{t}+\varphi_{x} \cdot(f+h \xi)+\frac{\Delta}{2} \varphi_{x x} \cdot(f+h \xi)^{2}\right] \\
= & \Delta \sum_{t \in[0,1)_{\mathbb{H}}}\left(\varphi_{t}+f \varphi_{x}\right)+\left(\varphi_{x} h+\Delta \varphi_{x x} f\right) \xi \\
& +\Delta \sum_{t \in[0,1)_{\mathrm{H}}} \frac{\Delta}{2} \varphi_{x x} f+\frac{\Delta}{2} \varphi_{x x} h^{2} \xi^{2}
\end{aligned}
$$

## Idea of the proof

Now we want to compute the mean or expectation value

$$
\mathbb{E}_{\xi \in \mathcal{R}}
$$

of each term of the above formula.

The expectation value is defined in the following way:

$$
\mathbb{E}_{\xi \in \mathcal{R}}\left(F_{\xi}\right):=\frac{1}{|\mathcal{R}|} \sum F_{\xi}
$$

## Idea of the proof

$$
\mathbb{E}_{\xi \in \mathcal{R}}\left[\varphi_{t}+f \varphi_{x}\right] \sim \Delta \sum_{x \in \mathbb{H}}\left[\varphi_{t}+f \varphi_{x}\right] \rho
$$

## Idea of the proof
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\begin{gathered}
\mathbb{E}_{\xi \in \mathcal{R}}\left[\varphi_{t}+f \varphi_{x}\right] \sim \Delta \sum_{x \in \mathbb{H}}\left[\varphi_{t}+f \varphi_{x}\right] \rho \\
\mathbb{E}_{\zeta}\left[\left(\varphi_{x} h+\Delta \varphi_{x x} f\right) \xi\right] \sim 0
\end{gathered}
$$

## Idea of the proof

$$
\begin{gathered}
\mathbb{E}_{\xi \in \mathcal{R}}\left[\varphi_{t}+f \varphi_{x}\right] \sim \Delta \sum_{x \in \mathbb{H}}\left[\varphi_{t}+f \varphi_{x}\right] \rho \\
\mathbb{E}_{\zeta}\left[\left(\varphi_{x} h+\Delta \varphi_{x x} f\right) \xi\right] \sim 0 \\
\mathbb{E}_{\xi}\left[\frac{\Delta}{2} \varphi_{x x} f\right] \sim 0
\end{gathered}
$$

## Idea of the proof

$$
\begin{gathered}
\mathbb{E}_{\xi \in \mathcal{R}}\left[\varphi_{t}+f \varphi_{x}\right] \sim \Delta \sum_{x \in \mathbb{H}}\left[\varphi_{t}+f \varphi_{x}\right] \rho \\
\mathbb{E}_{\zeta}\left[\left(\varphi_{x} h+\Delta \varphi_{x x} f\right) \xi\right] \sim 0 \\
\mathbb{E}_{\zeta}\left[\frac{\Delta}{2} \varphi_{x x} f\right] \sim 0 \\
\mathbb{E}_{\xi}\left[\frac{\Delta}{2} \varphi_{x x} h^{2} \tilde{\zeta}^{2}\right] \sim \mathbb{E}_{\xi}\left[\frac{\alpha \Delta}{2} \varphi_{x x} h^{2}\right] \\
\\
=\frac{1}{2} \mathbb{E}_{\xi}\left[\varphi_{x x} h^{2}\right]=\frac{\Delta}{2} \sum_{x \in \mathbb{H}} \varphi_{x x} h^{2} \rho
\end{gathered}
$$

## Idea of the proof

$$
\begin{aligned}
-\varphi\left(0, x_{0}\right)= & \mathbb{E}_{t, \xi}\left[-\varphi\left(0, x_{0}\right)\right] \\
\sim & \Delta \sum_{t \in[0,1)_{\mathbb{H}}}\left(\mathbb{E}_{\xi}\left[\varphi_{t}+f \varphi_{x}\right]+\mathbb{E}_{\xi}\left[\left(\varphi_{x} h+\Delta \varphi_{x x} f\right) \xi\right]\right)+ \\
& +\Delta \sum_{t \in[0,1)_{\mathrm{H}}}\left(\mathbb{E}_{\xi}\left[\frac{\Delta}{2} \varphi_{x x} f\right]+\mathbb{E}_{\xi}\left[\frac{\Delta}{2} \varphi_{x x} h^{2} \tilde{\xi}^{2}\right]\right) \\
\sim & \Delta^{2} \sum_{t \in[0,1)_{\mathbb{H}}}\left(\sum_{x \in \mathbb{H}}\left(\varphi_{t}+f \varphi_{x}\right) \rho+\varphi_{x x} h^{2} \rho\right) \\
\sim & \iint\left(\varphi_{t}+f \varphi_{x}+\varphi_{x x} h^{2}\right) \rho d x d t
\end{aligned}
$$

Then,

$$
-\varphi\left(0, x_{0}\right) \sim \iint\left(\varphi_{t}+f \varphi_{x}+\varphi_{x x} h^{2}\right) \rho d x d t
$$

Thank you for your attention!

