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#### Abstract

We study the regularity of solutions to the obstacle problem for the parabolic biharmonic equation. We analyze the problem via an implicit time discretization, and we prove some regularity properties of the solution.


## 1 Introduction

The purpose of this paper is to investigate the regularity properties of solutions to the obstacle problem for the parabolic biharmonic equation.

The parabolic biharmonic equation is a prototype of higher order parabolic equations, and has been intensively studied in the mathematical literature. We refer for instance to $[5,11,13$, $16,17,18,19,20,26]$ and references therein, for a nonexhaustive list of works on this equation, and for a discussion of possible applications.

The obstacle problem for elliptic and parabolic PDE's is a topics which attracted a great interest in the past years. However, even if many studies are available on second order elliptic and parabolic equations (see for instance $[8,12]$ and references therein), there are relatively few results for higher order obstacle problems, even in the linear fourth order case. In particular, while the elliptic obstacle problem for the biharmonic operator has been considered in $[7,9$, $10,15,24]$, to the best of our knowledge no result is available for the corresponding parabolic obstacle problem.

We let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain, with boundary of class $C^{2}$, and we let $f: \Omega \rightarrow \mathbb{R}$ be the obstacle function, satisfying

$$
\begin{equation*}
f \in C^{2}(\bar{\Omega}), \quad f<0 \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

We consider an initial datum $u_{0}: \Omega \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
u_{0} \in H_{0}^{2}(\Omega), \quad u_{0} \geq f \text { a.e. in } \Omega \tag{1.2}
\end{equation*}
$$

We recall that $u \in H_{0}^{2}(\Omega)$ implies $u=0$ and $\nabla u \cdot \nu^{\Omega}=0$ (weakly) on $\partial \Omega$, that is, $u$ satisfies the so-called Dirichlet boundary conditions on $\partial \Omega$ (see $[2,18]$ ), where $\nu^{\Omega}$ denotes the unit outer normal of $\partial \Omega$.

We shall consider the following fourth order parabolic obstacle problem:

$$
\begin{cases}u_{t}(x, t)+\Delta^{2} u(x, t) \geq 0 & \text { in } \Omega \times \mathbb{R}_{+}  \tag{P}\\ u_{t}(x, t)+\Delta^{2} u(x, t)=0 & \text { in }\left\{(x, t) \in \Omega \times \mathbb{R}_{+}: u(x, t)>f(x)\right\} \\ u(x, t)=0 & \text { on } \partial \Omega \times \mathbb{R}_{+} \\ \nabla u(x, t) \cdot \nu^{\Omega}(x)=0 & \text { on } \partial \Omega \times \mathbb{R}_{+} \\ u(x, t) \geq f(x) & \text { in } \Omega \times \mathbb{R}_{+} \\ u(x, 0)=u_{0}(x) & \text { in } \Omega\end{cases}
$$

In order to state the main result of this paper precisely, we define a weak solution of (P). Let us set

$$
\begin{gather*}
\mathcal{K}:=\left\{u \in L^{2}\left(0, T ; H_{0}^{2}(\Omega)\right) \mid u_{t} \in L^{2}(\Omega \times(0, T)), u \geq f \text { a.e. in } \Omega \times(0, T),\right.  \tag{1.3}\\
\left.u(x, 0)=u_{0}(x) \text { a.e. in } \Omega\right\}
\end{gather*}
$$

Then a weak solution of $(\mathrm{P})$ is defined as follows:
Definition 1.1. $u$ is a weak solution of (P) if
(i) $u \in \mathcal{K}$,
(ii) For any $w \in \mathcal{K}$, it holds that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left[u_{t}(w-u)+\Delta u \Delta(w-u)\right] d x d t \geq 0 \tag{1.4}
\end{equation*}
$$

We now state the main result of this paper.
Theorem 1.1. Let $N \geq 1$. Let $f$ be a function satisfying (1.1). Then, for any initial data $u_{0}$ satisfying (1.2), the problem (P) has a unique weak solution

$$
\begin{equation*}
u \in L^{\infty}\left(\mathbb{R}_{+} ; H_{0}^{2}(\Omega)\right) \cap H_{l o c}^{1}\left(\mathbb{R}_{+} ; L^{2}(\Omega)\right), \quad \text { with } u_{t} \in L^{2}\left(\mathbb{R}_{+} \times \Omega\right) \tag{1.5}
\end{equation*}
$$

Furthermore, for a.e. $t \in \mathbb{R}_{+}$the quantity

$$
\begin{equation*}
\mu_{t}:=u_{t}(\cdot, t)+\Delta^{2} u(\cdot, t) \tag{1.6}
\end{equation*}
$$

defines a Radon measure in $\Omega$, and for any $T>0$ there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{0}^{T} \mu_{t}(\Omega)^{2} d t<C \tag{1.7}
\end{equation*}
$$

Moreover, when $N \leq 3$, the following regularity properties hold:
(i) $u \in L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)$ for any $T<+\infty$. In particular, if $N=1$,

$$
\begin{equation*}
u \in C^{0, \beta}\left([0, T] ; C^{1, \gamma}(\Omega) \text { with } 0<\gamma<\frac{1}{2} \quad \text { and } \quad 0<\beta<\frac{1-2 \gamma}{8}\right. \tag{1.8}
\end{equation*}
$$

if $N \in\{2,3\}$,

$$
\begin{equation*}
u \in C^{0, \beta}\left([0, T] ; C^{0, \gamma}(\Omega)\right) \text { with } 0<\gamma<\frac{4-N}{2} \quad \text { and } \quad 0<\beta<\frac{4-N-2 \gamma}{8} \tag{1.9}
\end{equation*}
$$

(ii) For any $0<T<+\infty$, it holds that

$$
\begin{equation*}
\operatorname{supp} \mu_{t} \subset\{(x, t) \in \Omega \times(0, T) \mid u(x, t)=f(x)\} \tag{1.10}
\end{equation*}
$$

and $u$ satisfies $(\mathrm{P})$ in the sense of distribution.

We need to impose the restriction on the dimension $N \leq 3$ in order to obtain the $W^{2, \infty}$ estimate on the solution $u(\cdot, t)$ (see Remark 2.1 for further comments on this). However, in analogy with the regularity results in the stationary case [15, 9], one may expect that the $W^{2, \infty}$ estimate holds in any dimension.

Let us point out that problem (P) corresponds to the gradient flow of a convex functional defined on the Hilbert space $L^{2}(\Omega)$, hence we can apply the general theory of maximal monotone operators developed in [6]. Indeed, given $f$ as above, we can define the functional $E_{f}(u)$ : $L^{2}(\Omega) \rightarrow[0,+\infty]$ as

$$
E_{f}(u)= \begin{cases}\frac{1}{2} \int_{\Omega}|\Delta u|^{2} & \text { if } \quad u \in H_{0}^{2}(\Omega) \quad \text { and } \quad u \geq f \\ +\infty & \text { otherwise }\end{cases}
$$

Notice that $E_{f}(u)$ is convex and lower semicontinuous on $L^{2}(\Omega)$, and the problem (P) corresponds to the gradient flow

$$
\begin{equation*}
u_{t}+\partial E_{f}(u) \ni 0, \quad u(0)=u_{0} \tag{1.11}
\end{equation*}
$$

where $\partial E_{f}$ denotes the subdifferential of $E_{f}$ in $L^{2}(\Omega)$. In particular, given an initial datum $u_{0} \in H_{0}^{2}(\Omega)$ with $u_{0} \geq f$, by the results in [6] it follows that the evolution problem (1.11) has a unique solution $u$ satisfying (1.5).

In this paper we characterize the solution $u$ by means of an implicit variational scheme, corresponding to the minimizing movements introduced by De Giorgi (see e.g. [3]). This approach will allow us to extend some of the arguments in [9], concerning the regularity of the elliptic obstacle problem for the biharmonic operator. We point out that the method does not rely on the linear structure of the problem and can be applied to more general fourth order parabolic equations. Indeed, one motivation for this work comes from the motion of planar closed curves by the elastic flow, in presence of obstacles. The elastic flow is the $L^{2}$ gradient flow of the elastic energy

$$
\mathcal{E}(\gamma)=\int_{\gamma} \kappa^{2} d s
$$

where $\gamma$ is a planar closed curve and $\kappa$ denotes the curvature of $\gamma$. Among other applications, this flow models the evolution of lipid bilayer membranes (see for instance [14]), where the presence of obstacles is a natural features.

Although this flow is governed by a fourth order quasilinear parabolic equation, we expect that the method of this paper can be adapted, and this will be subject of future investigation.

The paper is organized as follows: in Section 2 we introduce the implicit scheme corresponding to problem (P), by means of an appropriate variational problem; in Section 3 we study the regularity of solutions to the variational problem; in Section 4 we pass to the limit in the approximating scheme and prove Theorem 1.1.

### 1.1 Notation

The equation in $(\mathrm{P})$ is the $L^{2}$ gradient flow for the functional

$$
E(u)=\frac{1}{2} \int_{\Omega}|\Delta u(x)|^{2} d x .
$$

Let $T>0, n \in \mathbb{N}$, and set

$$
\tau_{n}=\frac{T}{n} .
$$

Let us set $u_{0, n}=u_{0}$. For $i=1, \cdots, n$, we define inductively $u_{i, n}$ as a solution of the minimum problem
$\left(M_{i, n}\right) \quad \min \left\{G_{i, n}(u): u \in K\right\}$,
where

$$
\begin{equation*}
G_{i, n}(u):=E(u)+P_{i, n}(u) \tag{1.12}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{i, n}(u):=\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u-u_{i-1, n}\right)^{2} d x \tag{1.13}
\end{equation*}
$$

and $K$ is a convex set given by

$$
K:=\left\{u \in H_{0}^{2}(\Omega): u(x) \geq f(x) \text { a.e. in } \Omega\right\} .
$$

In the following, we let

$$
\begin{equation*}
V_{i, n}(x):=\frac{u_{i, n}(x)-u_{i-1, n}(x)}{\tau_{n}} . \tag{1.14}
\end{equation*}
$$

Definition 1.2. (Piecewise linear interpolation) Define $u_{n}: \Omega \times[0, T] \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
u_{n}(x, t):=u_{i-1, n}(x)+\left(t-(i-1) \tau_{n}\right) V_{i, n}(x) \tag{1.15}
\end{equation*}
$$

if $(x, t) \in \Omega \times\left[(i-1) \tau_{n}, i \tau_{n}\right]$ for $i=1, \cdots, n$.
Definition 1.3. (Piecewise constant interpolation) Define $\tilde{u}_{n}: \Omega \times[0, T] \rightarrow \mathbb{R}$ as

$$
\begin{align*}
\tilde{u}_{n}(x, t) & :=u_{i, n}(x),  \tag{1.16}\\
V_{n}(x, t) & :=V_{i, n}(x), \tag{1.17}
\end{align*}
$$

if $(x, t) \in \Omega \times\left[(i-1) \tau_{n}, i \tau_{n}\right)$ for $i=1, \cdots, n$.

## 2 Existence and regularity of minimizers of $\left(M_{i, n}\right)$

We first mention a well-known compactness result in $H_{0}^{2}(\Omega)[1,2]$.
Proposition 2.1. The following embedding is compact:

We now show the existence of minimizers of $\left(M_{i, n}\right)$.
Theorem 2.1. (Existence of minimizers) Let $f$ be a function satisfying (1.1). Let $u_{0}$ satisfy (1.2). Then the problem $\left(M_{i, n}\right)$ possesses a unique solution $u_{i, n} \in H_{0}^{2}(\Omega)$ with $u_{i, n}(x) \geq f(x)$ a.e. in $\Omega$ for each $i=1, \cdots, n$.

Proof. Fix $n \in \mathbb{N}, T>0$, and $i=1, \cdots, n$, arbitrarily. From (1.12)-(1.13) and the minimality of a solution $u$ to $\left(M_{i, n}\right)$, we obtain that

$$
E(u) \leq G_{i, n}(u) \leq G_{i, n}\left(u_{i-1, n}\right)=E\left(u_{i-1, n}\right),
$$

and then

$$
0 \leq \inf _{H_{0}^{2}(\Omega)} G_{i, n}(u) \leq G_{i, n}\left(u_{i-1, n}\right)=E\left(u_{i-1, n}\right) \leq \cdots \leq E\left(u_{0}\right) .
$$

Thus we can take a minimizing sequence $\left\{u_{j}\right\} \subset H_{0}^{2}(\Omega)$ for $\left(M_{i, n}\right)$ such that $u_{j}(x) \geq f(x)$ a.e. in $\Omega$ for each $j \in \mathbb{N}$ and $\sup _{j} G_{i, n}\left(u_{j}\right)<\infty$.

Observing that the norm $\|\Delta u\|_{L^{2}(\Omega)}$ is equivalent to $\|u\|_{H_{0}^{2}(\Omega)}$ (see [23]), it follows from

$$
\left\|\Delta u_{j}\right\|_{L^{2}(\Omega)}=\sqrt{2 E\left(u_{j}\right)} \leq \sqrt{2 E\left(u_{0}\right)}=\left\|\Delta u_{0}\right\|_{L^{2}(\Omega)}
$$

that $\left\{u_{j}\right\}$ is uniformly bounded in $H_{0}^{2}(\Omega)$. Thus there exists $u \in H_{0}^{2}(\Omega)$ such that

$$
\begin{equation*}
u_{j} \rightharpoonup u \quad \text { in } H_{0}^{2}(\Omega), \tag{2.2}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\Delta u_{j} \rightharpoonup \Delta u \quad \text { in } \quad L^{2}(\Omega), \tag{2.3}
\end{equation*}
$$

up to a subsequence. Thanks to Proposition 2.1, we obtain that

$$
u_{j} \rightarrow u \quad \text { in } \quad\left\{\begin{array}{lll}
C^{1, \gamma}(\bar{\Omega}) & \text { for } \quad 0<\gamma<\frac{1}{2} & \text { if } \quad N=1 \\
C^{0, \gamma}(\Omega) & \text { for } \quad 0<\gamma<2-\frac{N}{2} & \text { if } \quad N=2,3 \\
L^{q}(\Omega) & \text { for } 1 \leq \forall q<+\infty & \text { if } \quad N=4 \\
L^{q}(\Omega) & \text { for } \quad 1 \leq \forall q<\frac{2 N}{N-4} & \text { if } \quad N \geq 5
\end{array}\right.
$$

In particular

$$
\begin{equation*}
u_{j} \rightarrow u \text { a.e. in } \Omega \text { up to a subsequence. } \tag{2.4}
\end{equation*}
$$

Recalling $u_{j} \geq f$ a.e. in $\Omega$ for each $j \in \mathbb{N}$, (2.4) yields that $u \geq f$ a.e. in $\Omega$. Making use of Fatou's Lemma, we conclude that

$$
\begin{equation*}
P_{i, n}(u) \leq \liminf _{j \rightarrow \infty} P_{i, n}\left(u_{j}\right) . \tag{2.5}
\end{equation*}
$$

Furthermore (2.3) implies

$$
\begin{equation*}
E(u)=\frac{1}{2}\|\Delta u\|_{L^{2}(\Omega)}^{2} \leq \frac{1}{2} \liminf _{j \rightarrow \infty}\left\|\Delta u_{j}\right\|_{L^{2}(\Omega)}^{2}=\liminf _{j \rightarrow \infty} E\left(u_{j}\right) . \tag{2.6}
\end{equation*}
$$

Combining (2.5) with (2.6), we see that $u \in H_{0}^{2}(\Omega)$ is the minimizer of ( $M_{i, n}$ ) with $u \geq f$ a.e. in $\Omega$. The uniqueness follows from the fact that the functional $G_{i, n}(\cdot)$ is strictly convex.

Regarding the regularity of the minimizer $u_{i, n}$ obtained in Theorem 2.1, we start with the following:

Theorem 2.2. Let $u_{i, n}$ be the solution of $\left(M_{i, n}\right)$ obtained by Theorem 2.1. Then, for any $n \in \mathbb{N}$, it holds that

$$
\begin{gather*}
\int_{0}^{T} \int_{\Omega}\left|V_{n}(x, t)\right|^{2} d x d t \leq 2 E\left(u_{0}\right)  \tag{2.7}\\
\sup _{i}\left\|\Delta u_{i, n}\right\|_{L^{2}(\Omega)} \leq \sqrt{2 E\left(u_{0}\right)} \tag{2.8}
\end{gather*}
$$

Proof. Fix $T>0$ and $n \in \mathbb{N}$. For each $i=1, \cdots, n$, it follows from (1.12)-(1.13) and the minimality of $u_{i, n}$ that

$$
\begin{equation*}
G_{i, n}\left(u_{i, n}\right) \leq G_{i, n}\left(u_{i-1, n}\right)=E\left(u_{i-1, n}\right) \tag{2.9}
\end{equation*}
$$

Hence we get

$$
P_{i, n}\left(u_{i, n}\right) \leq E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right)
$$

i.e.,

$$
\begin{equation*}
\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u_{i, n}-u_{i-1, n}\right)^{2} d x \leq E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right) \tag{2.10}
\end{equation*}
$$

Combining (2.10) with definitions (1.14) and (1.17), we obtain

$$
\begin{aligned}
\frac{1}{2} \int_{0}^{T} \int_{\Omega}\left|V_{n}(x, t)\right|^{2} d x d t & =\frac{1}{2} \sum_{i=1}^{n} \int_{(i-1) \tau_{n}}^{i \tau_{n}} \int_{\Omega}\left|V_{i, n}(x)\right|^{2} d x d t \\
& \leq \sum_{i=1}^{n}\left(E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right)\right)=E\left(u_{0}\right)-E\left(u_{n, n}\right) \leq E\left(u_{0}\right)
\end{aligned}
$$

i.e., (2.7).

By (2.9), we obtain that $E\left(u_{i, n}\right) \leq E\left(u_{i-1, n}\right)$ for each $i=1, \cdots, n$, and then

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left(\Delta u_{i, n}\right)^{2} d x=E\left(u_{i, n}\right) \leq E\left(u_{0}\right) \tag{2.11}
\end{equation*}
$$

It is clear that (2.11) is equivalent to (2.8).
By the definition of $u_{i, n}$, we see that

$$
\begin{gathered}
\int_{\Omega}\left|\Delta\left(u_{i, n}+\varepsilon \zeta\right)\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u_{i, n}-u_{i-1, n}+\varepsilon \zeta\right)^{2} d x \\
\geq \int_{\Omega}\left|\Delta u_{i, n}\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u_{i, n}-u_{i-1, n}\right)^{2} d x
\end{gathered}
$$

for any $\varepsilon>0$ and $\zeta \in H_{0}^{2}(\Omega)$ with $\zeta \geq 0$. This implies

$$
\int_{\Omega} \Delta u_{i, n} \Delta \zeta d x+\frac{1}{\tau_{n}} \int_{\Omega}\left(u_{i, n}-u_{i-1, n}\right) \zeta d x \geq 0
$$

so that

$$
\begin{equation*}
\mu_{i, n}:=\Delta^{2} u_{i, n}+V_{i, n} \geq 0 \tag{2.12}
\end{equation*}
$$

in the sense of the distribution. Hence $\mu_{i, n}$ is a measure in $\Omega$ (e.g., see [25]).
Regarding the finiteness of $\mu_{i, n}$, we have the following:

Theorem 2.3. Let $u_{i, n}$ be the solution of ( $M_{i, n}$ ) obtained by Theorem 2.1. Then $\mu_{i, n}$ defined in (2.12) is a measure in $\Omega$ for each $i=1, \cdots, n$. Moreover there exists a positive constant $C$ being independent of $n$ such that

$$
\begin{equation*}
\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(\Omega)^{2}<C . \tag{2.13}
\end{equation*}
$$

Proof. Fix $T>0, n \in \mathbb{N}$ and $i=1, \cdots, n$ arbitrarily. For any $\varepsilon>0$, we define

$$
\begin{align*}
& \gamma_{\varepsilon}(\lambda)= \begin{cases}\frac{\lambda^{2}}{\varepsilon} & \text { if } \quad \lambda<0, \\
0 & \text { if } \quad \lambda>0,\end{cases}  \tag{2.14}\\
& \beta_{\varepsilon}(\lambda)=\gamma_{\varepsilon}^{\prime}(\lambda) . \tag{2.15}
\end{align*}
$$

Let us consider the minimization problem: $\min _{v \in H_{0}^{2}(\Omega)} G_{i, n}^{\varepsilon}(v)$, where

$$
\begin{equation*}
G_{i, n}^{\varepsilon}(v):=\int_{\Omega}\left[\frac{1}{2}(\Delta v)^{2}+\frac{1}{2 \tau_{n}}\left(v-u_{i-1, n}\right)^{2}+\gamma_{\varepsilon}(v-f)\right] d x . \tag{2.16}
\end{equation*}
$$

A standard argument implies that the problem has a unique solution $w_{\varepsilon}$. Since the variational principle yields that for any $\varphi \in H_{0}^{2}(\Omega)$

$$
\int_{\Omega}\left[\Delta w_{\varepsilon} \Delta \varphi+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right) \varphi+\beta_{\varepsilon}\left(w_{\varepsilon}-f\right) \varphi\right] d x=0
$$

we have

$$
\begin{equation*}
\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)+\beta_{\varepsilon}\left(w_{\varepsilon}-f\right)=0 \quad \text { in } \quad \Omega . \tag{2.17}
\end{equation*}
$$

The standard elliptic regularity theory implies that $w_{\varepsilon}$ is a classical solution of (2.17).
For any $\varphi \in H_{0}^{2}(\Omega)$ with $\varphi \geq f$ a.e. on $\Omega$, the minimality of $w_{\varepsilon}$ asserts that

$$
\begin{equation*}
G_{i, n}^{\varepsilon}\left(w_{\varepsilon}\right) \leq G_{i, n}^{\varepsilon}(\varphi)=\int_{\Omega}\left[\frac{1}{2}(\Delta \varphi)^{2}+\frac{1}{2 \tau_{n}}\left(\varphi-u_{i-1, n}\right)^{2}\right] d x . \tag{2.18}
\end{equation*}
$$

Since Theorem 2.1 allows us to take $u_{i-1, n}$ as $\varphi$ in (2.18), we have

$$
\begin{equation*}
G_{i, n}^{\varepsilon}\left(w_{\varepsilon}\right) \leq \frac{1}{2} \int_{\Omega}\left(\Delta u_{i-1, n}\right)^{2} d x \leq E\left(u_{0}\right), \tag{2.19}
\end{equation*}
$$

i.e.,

$$
\begin{gather*}
\frac{1}{2} \int_{\Omega}\left(\Delta w_{\varepsilon}\right)^{2} d x \leq E\left(u_{0}\right)  \tag{2.20}\\
\frac{1}{2 \tau_{n}} \int_{\Omega}\left(w_{\varepsilon}-u_{i-1, n}\right)^{2} d x \leq E\left(u_{0}\right), \tag{2.21}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \gamma_{\varepsilon}\left(w_{\varepsilon}-f\right) d x \leq E\left(u_{0}\right) . \tag{2.22}
\end{equation*}
$$

The inequality (2.20) implies that there exist a sequence $\left\{\varepsilon^{\prime}\right\}$ and a function $\bar{u} \in H_{0}^{2}(\Omega)$ such that, as $\varepsilon^{\prime} \rightarrow 0$,

$$
\begin{array}{ll}
w_{\varepsilon^{\prime}} \rightharpoonup \bar{u} & \text { in } \quad H_{0}^{2}(\Omega) \\
w_{\varepsilon^{\prime}} \rightarrow \bar{u} & \text { a.e. in } \Omega \tag{2.24}
\end{array}
$$

By (2.14) and (2.22), we obtain

$$
\int_{\Omega}\left|\left(w_{\varepsilon}-f\right)^{-}\right|^{2} d x \leq C \varepsilon
$$

Combining (2.24) with Chebychev's inequality, we deduce that $(\bar{u}-f)^{-}=0$ a.e. in $\Omega$, i.e., $\bar{u} \geq f$ a.e. in $\Omega$. Thus it holds that $\bar{u} \in K$. In the following we shall prove that $\bar{u}$ is a minimizer of $\left(M_{i, n}\right)$, i.e.,

$$
\min _{v \in V} \int_{\Omega}\left[\frac{1}{2}(\Delta v)^{2}+\frac{1}{2 \tau_{n}}\left(v-u_{i-1, n}\right)^{2}\right] d x
$$

To prove the assertion, fix $v \in K$ arbitrarily. Then we observe that

$$
\begin{aligned}
\int_{\Omega}\left[\frac{1}{2}(\Delta v)^{2}+\frac{1}{2 \tau_{n}}\left(v-u_{i-1, n}\right)^{2}\right] d x & =E(v)+P_{i, n}(v)+\int_{\Omega} \gamma_{\varepsilon}(v-f) d x \\
& \geq E\left(w_{\varepsilon}\right)+P_{i, n}\left(w_{\varepsilon}\right)+\int_{\Omega} \gamma_{\varepsilon}\left(w_{\varepsilon}-f\right) d x \\
& \geq \int_{\Omega}\left[\frac{1}{2}\left(\Delta w_{\varepsilon}\right)^{2}+\frac{1}{2 \tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)^{2}\right] d x
\end{aligned}
$$

Making use of (2.23)-(2.24), we have

$$
\begin{aligned}
\int_{\Omega}\left[\frac{1}{2}(\Delta v)^{2}+\frac{1}{2 \tau_{n}}\left(v-u_{i-1, n}\right)^{2}\right] d x & \geq \liminf _{\varepsilon^{\prime} \rightarrow 0} \int_{\Omega}\left[\frac{1}{2}\left(\Delta w_{\varepsilon^{\prime}}\right)^{2}+\frac{1}{2 \tau_{n}}\left(w_{\varepsilon^{\prime}}-u_{i-1, n}\right)^{2}\right] d x \\
& \geq \int_{\Omega}\left[\frac{1}{2}(\Delta \bar{u})^{2}+\frac{1}{2 \tau_{n}}\left(\bar{u}-u_{i-1, n}\right)^{2}\right] d x
\end{aligned}
$$

This implies that $\bar{u}$ is a minimizer of $\left(M_{i, n}\right)$. Then the uniqueness of minimizer yields $\bar{u}=u_{i, n}$.
Recalling $\beta_{\varepsilon} \leq 0$, we find

$$
\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)=-\beta_{\varepsilon}\left(w_{\varepsilon}-f\right) \geq 0
$$

i.e.,

$$
\mu_{i, n}^{\varepsilon}:=\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)
$$

is a measure in $\Omega$. To begin with, we shall prove that $\mu_{i, n}^{\varepsilon}$ converges to a measure as $\varepsilon \rightarrow 0$ up to a subsequence. To do so, we claim that, for each $i$ and $n,\left\{\mu_{i, n}^{\varepsilon}(U)\right\}$ is uniformly bounded with respect to $\varepsilon$ for any compact subset $U$ of $\Omega$. Indeed, for each $i, n$ and fixed $\psi \in C_{0}^{\infty}(\Omega)$ with $\psi \equiv 1$ on $U$ and $0 \leq \psi<1$ elsewhere, it follows from (2.20) and (2.21) that

$$
\begin{equation*}
\mu_{i, n}^{\varepsilon}(U)=\int_{U} \psi d \mu_{i, n}^{\varepsilon} \leq \int_{\Omega} \psi d \mu_{i, n}^{\varepsilon} \tag{2.25}
\end{equation*}
$$

$$
\begin{aligned}
= & \int_{\Omega}\left[\Delta w_{\varepsilon} \Delta \psi+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right) \psi\right] d x \\
\leq & \left(\int_{\Omega}\left(\Delta w_{\varepsilon}\right)^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega}(\Delta \psi)^{2} d x\right)^{\frac{1}{2}} \\
& \quad+\frac{1}{\sqrt{\tau_{n}}}\left(\frac{1}{\tau_{n}} \int_{\Omega}\left(w_{\varepsilon}-u_{i-1, n}\right)^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega} \psi^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since (2.19) yields that

$$
\begin{align*}
\frac{1}{2 \tau_{n}} \int_{\Omega}\left(w_{\varepsilon}-u_{i-1, n}\right)^{2} d x & \leq E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)-\int_{\Omega} \gamma_{\varepsilon}\left(w_{\varepsilon}-f\right) d x  \tag{2.26}\\
& \leq E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)
\end{align*}
$$

and $\psi$ is fixed, combining (2.25) with (2.20) and (2.26), we obtain

$$
\begin{equation*}
\mu_{i, n}^{\varepsilon}(U) \leq C(U)\left[\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}+\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}}\right] \tag{2.27}
\end{equation*}
$$

Then, for each $i$ and $n$, there exist a sequence $\left\{\varepsilon^{\prime \prime}\right\} \subset\left\{\varepsilon^{\prime}\right\}$ and a measure $\bar{\mu}$ in $\Omega$ such that, as $\varepsilon^{\prime \prime} \rightarrow 0$,

$$
\begin{equation*}
\mu_{i, n}^{\varepsilon^{\prime \prime}} \rightharpoonup \bar{\mu} \tag{2.28}
\end{equation*}
$$

where (2.28) means that for any function $\zeta \in C_{0}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} \zeta d \mu_{i, n}^{\varepsilon^{\prime \prime}} \rightarrow \int_{\Omega} \zeta d \bar{\mu} \tag{2.29}
\end{equation*}
$$

Furthermore, taking $\zeta \in C_{0}^{2}(\Omega)$ in (2.29), we find

$$
\begin{aligned}
\int_{\Omega} \zeta d \bar{\mu} & =\lim _{\varepsilon^{\prime \prime} \rightarrow 0} \int_{\Omega}\left[\Delta \zeta \Delta w_{\varepsilon^{\prime \prime}}+\frac{1}{\tau_{n}} \zeta\left(w_{\varepsilon^{\prime \prime}}-u_{i-1, n}\right)\right] d x \\
& =\int_{\Omega}\left[\Delta \zeta \Delta \bar{u}+\frac{1}{\tau_{n}} \zeta\left(\bar{u}-u_{i-1, n}\right)\right] d x
\end{aligned}
$$

so that $\bar{\mu}=\mu_{i, n}$.
Next we shall prove that $\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(U)$ is uniformly bounded with respect to $n$ for any compact set $U \subset \Omega$. Combining (2.27) with (2.23) and (2.28), we see that

$$
\begin{aligned}
\mu_{i, n}(U) & \leq C(U)\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}+C(U) \liminf _{\varepsilon \rightarrow 0}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}} \\
& \leq C(U)\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}+C(U)\left(\frac{E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
\end{aligned}
$$

Multiplying $\tau_{n}$ and summing over $i=1, \cdots, n$, we obtain

$$
\begin{aligned}
\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(U)^{2} & \leq C(U)^{\prime} E\left(u_{0}\right) T+C(U)^{\prime}\left[E\left(u_{0}\right)-E\left(u_{n, n}\right)\right] \\
& \leq C(U)^{\prime} E\left(u_{0}\right)(T+1)
\end{aligned}
$$

Finally we shall prove $\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(\Omega)$ is uniformly bounded with respect to $n$. Multiplying the equation (2.17) by $w_{\varepsilon}-f$, we find

$$
\begin{equation*}
\int_{\Omega}\left[\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)\right]\left(w_{\varepsilon}-f\right) d x=-\int_{\Omega} \beta_{\varepsilon}\left(w_{\varepsilon}-f\right)\left(w_{\varepsilon}-f\right) d x \leq 0 \tag{2.30}
\end{equation*}
$$

Let $\Omega_{\delta}$ denote the intersection of $\Omega$ and $\delta$-neighborhood of $\partial \Omega$. Since $f<0$ in $\partial \Omega$, there exists a positive constant $c$ such that

$$
\begin{equation*}
f(x)<-c \quad \text { in } \quad \Omega_{\delta} \tag{2.31}
\end{equation*}
$$

for $\delta>0$ small enough. From (2.31), we observe that

$$
\begin{align*}
& \int_{\Omega}\left[\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)\right] f d x  \tag{2.32}\\
& \leq-c \int_{\Omega_{\delta}}\left[\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)\right] d x+\int_{\Omega \backslash \Omega_{\delta}}\left[\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)\right] f d x
\end{align*}
$$

On the other hand, it follows from (2.26) and $\int_{\Omega} \Delta^{2} w_{\varepsilon} w_{\varepsilon} d x \geq 0$ that

$$
\begin{align*}
\int_{\Omega}\left[\Delta^{2} w_{\varepsilon}+\frac{1}{\tau_{n}}\left(w_{\varepsilon}-u_{i-1, n}\right)\right] w_{\varepsilon} d x & \geq-\left\|w_{\varepsilon}\right\|_{L^{2}(\Omega)}\left(\frac{1}{\tau_{n}^{2}} \int_{\Omega}\left(w_{\varepsilon}-u_{i-1, n}\right)^{2} d x\right)^{\frac{1}{2}}  \tag{2.33}\\
& \geq-\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
\end{align*}
$$

Then (2.30), (2.32), and (2.33) imply that

$$
c \int_{\Omega_{\delta}} d \mu_{i, n}^{\varepsilon} \leq\|f\|_{L^{\infty}\left(\Omega \backslash \Omega_{\delta}\right)} \int_{\Omega \backslash \Omega_{\delta}} d \mu_{i, n}^{\varepsilon}+\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
$$

so that

$$
\mu_{i, n}^{\varepsilon}\left(\Omega_{\delta}\right) \leq c^{-1}\|f\|_{L^{\infty}\left(\Omega \backslash \Omega_{\delta}\right)} \mu_{i, n}^{\varepsilon}\left(\Omega \backslash \Omega_{\delta}\right)+c^{-1}\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
$$

Thus we get

$$
\mu_{i, n}^{\varepsilon}(\Omega) \leq C_{1} \mu_{i, n}^{\varepsilon}\left(\Omega \backslash \Omega_{\delta}\right)+c^{-1}\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
$$

where $C_{1}=1+c^{-1}\|f\|_{L^{\infty}\left(\Omega \backslash \Omega_{\delta}\right)}$. Then, by (2.23) and (2.28) we obtain

$$
\begin{aligned}
\mu_{i, n}(\Omega) & \leq C_{1} \mu_{i, n}\left(\Omega \backslash \Omega_{\delta}\right)+c^{-1}\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}} \liminf _{\varepsilon \rightarrow 0}\left(\frac{E\left(u_{i-1, n}\right)-E\left(w_{\varepsilon}\right)}{\tau_{n}}\right)^{\frac{1}{2}} \\
& \leq C_{1} \mu_{i, n}\left(\Omega \backslash \Omega_{\delta}\right)+c^{-1}\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(\frac{E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right)}{\tau_{n}}\right)^{\frac{1}{2}}
\end{aligned}
$$

Since $\Omega \backslash \Omega_{\delta}$ is a compact subset of $\Omega$, multiplying $\tau_{n}$ and summing over $i=1, \cdots, n$, we observe that

$$
\begin{aligned}
\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(\Omega)^{2} & \leq C_{1}^{2} C_{\delta}+2 c^{-2} E\left(u_{0}\right)\left(E\left(u_{0}\right)-E\left(u_{n, n}\right)\right) \\
& \leq C_{1}^{2} C_{\delta}+2 c^{-2} E\left(u_{0}\right)^{2}
\end{aligned}
$$

where $C_{\delta}:=\tau_{n} \sum_{i=1}^{n} \mu_{i, n}\left(\Omega \backslash \Omega_{\delta}\right)^{2}$ is independent of $n$. This completes the proof.

In the rest of this section, we shall prove that $u_{i, n} \in W^{2, \infty}(\Omega)$ if $N \leq 3$. In what follows, we denote the mollifier as follows:

$$
J_{\varepsilon}(h)(x):=\int_{\mathbb{R}^{N}} j_{\varepsilon}(x-y) h(y) d y
$$

where

$$
j_{\varepsilon}(x-y)=\frac{1}{\varepsilon^{n}} j\left(\frac{x-y}{\varepsilon}\right)
$$

and the function $j(x)=j_{0}(|x|)$ satisfies

$$
j_{0} \in C^{\infty}(\mathbb{R}), \quad j_{0}(t)=0 \quad \text { if }|t|>1, \quad j_{0}(t) \geq 0, \quad \int_{\mathbb{R}^{N}} j_{0}(|x|) d x=1
$$

Here we show a property of the support of $\mu_{i, n}$.
Lemma 2.1. Let $x_{0} \in \Omega$. Assume that there exist a neighborhood $W$ of $x_{0}$ and a constant $\delta>0$ such that

$$
\begin{equation*}
J_{\varepsilon}\left(u_{i, n}\right)(x)-f(x)>\delta \quad \text { in } \quad W \tag{2.34}
\end{equation*}
$$

Then $\mu_{i, n}=0$ in $W$.
Proof. We extend $u_{i, n} \in H_{0}^{2}(\Omega)$ to become a function in $H^{2}\left(\mathbb{R}^{n}\right)$. By the assumption (2.34), it holds that $u_{i, n} \pm \zeta \in K$ for any $\zeta \in C_{c}^{\infty}(W)$ with $|\zeta|<\delta$. Since $u_{i, n}$ is the unique minimizer of $\left(M_{i, n}\right)$, one can verify that for any $\zeta \in C_{c}^{\infty}(W)$ with $|\zeta|<\delta$

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}\left|\Delta J_{\varepsilon}\left(u_{i, n}\right)\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(J_{\varepsilon}\left(u_{i, n}\right)-u_{i-1, n}\right)^{2} d x  \tag{2.35}\\
& \quad \leq \frac{1}{2} \int_{\Omega}\left|\Delta J_{\varepsilon}\left(u_{i, n}\right) \pm \Delta \zeta\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(J_{\varepsilon}\left(u_{i, n}\right) \pm \zeta-u_{i-1, n}\right)^{2} d x
\end{align*}
$$

Letting $\varepsilon \downarrow 0$ in (2.35), we find

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left|\Delta u_{i, n}\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u_{i, n}-u_{i-1, n}\right)^{2} d x \\
& \quad \leq \frac{1}{2} \int_{\Omega}\left|\Delta u_{i, n} \pm \Delta \zeta\right|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega}\left(u_{i, n} \pm \zeta-u_{i-1, n}\right)^{2} d x
\end{aligned}
$$

so that

$$
\begin{equation*}
0 \leq \pm\left(\int_{\Omega}\left\{\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right\} d x\right)+\frac{1}{2} \int_{\Omega}|\Delta \zeta|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega} \zeta^{2} d x \tag{2.36}
\end{equation*}
$$

for any $\zeta \in C_{c}^{\infty}(W)$ with $|\zeta|<\delta$. Fix $\zeta \in C_{c}^{\infty}(W)$ with $|\zeta|<\delta$ arbitrarily. Then we asserts from (2.36) that

$$
\begin{equation*}
0 \leq \pm \varepsilon\left(\int_{\Omega}\left\{\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right\} d x\right)+\frac{\varepsilon^{2}}{2} \int_{\Omega}|\Delta \zeta|^{2} d x+\frac{\varepsilon^{2}}{2 \tau_{n}} \int_{\Omega} \zeta^{2} d x \tag{2.37}
\end{equation*}
$$

Since $\mu_{i, n} \geq 0$, it follows from (2.37) that

$$
0 \leq \frac{\int_{\Omega}\left\{\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right\} d x}{\frac{1}{2} \int_{\Omega}|\Delta \zeta|^{2} d x+\frac{1}{2 \tau_{n}} \int_{\Omega} \zeta^{2} d x} \leq \varepsilon
$$

Since $\varepsilon>0$ is arbitral, this inequality implies that

$$
\int_{\Omega}\left\{\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right\} d x=0
$$

This completes the proof.
We denote the inverse operator of the Laplacian by $\Delta^{-1}$, i.e., if $w$ satisfies

$$
\begin{cases}-\Delta w=g & \text { in } \quad \Omega \\ w=0 & \text { on } \quad \partial \Omega\end{cases}
$$

then we write $\Delta^{-1} g=w$. We note that the estimate

$$
\begin{equation*}
\left\|\Delta^{-1} g\right\|_{H^{2}(\Omega)} \leq C\|g\|_{L^{2}(\Omega)} \tag{2.38}
\end{equation*}
$$

is followed from the elliptic regularity (e.g., see [21]).
We start with the following lemma:
Lemma 2.2. For each $n \in \mathbb{N}$ and $i \in\{1, \cdots, n\}$, there exists a function $v_{i, n}$ satisfying the following properties:
(a) $v_{i, n}=\Delta u_{i, n}+\Delta^{-1} V_{i, n}$ a.e. in $\Omega$;
(b) $v_{i, n}$ is upper semicontinuous in $\Omega$;
(c) For any $x^{0} \in \Omega$ and for any sequence of balls $B_{\rho}\left(x^{0}\right)$ with center $x^{0}$ and radius $\rho$, it holds that

$$
\begin{equation*}
\frac{1}{\left|B_{\rho}\left(x^{0}\right)\right|} \int_{B_{\rho}\left(x^{0}\right)} v_{i, n} d x \downarrow v_{i, n}\left(x^{0}\right) \quad \text { as } \quad \rho \downarrow 0 . \tag{2.39}
\end{equation*}
$$

Proof. Let us define

$$
v_{i, n}^{\rho}(x)=\frac{1}{\left|B_{\rho}(x)\right|} \int_{B_{\rho}(x)}\left[\Delta u_{i, n}(y)+\Delta^{-1} V_{i, n}(y)\right] d y
$$

We claim that, for any $x^{0} \in \Omega, v_{i, n}^{\rho}\left(x^{0}\right)$ is decreasing in $\rho$. Indeed, if $u_{i, n} \in C^{\infty}(\Omega)$, we obtain from Green's formula that

$$
\begin{aligned}
\Delta u_{i, n}\left(x^{0}\right)+\Delta^{-1} V_{i, n}\left(x^{0}\right)= & \frac{1}{\left|\partial B_{\rho}\left(x^{0}\right)\right|} \int_{\partial B_{\rho}\left(x^{0}\right)}\left[\Delta u_{i, n}+\Delta^{-1} V_{i, n}\right] d S \\
& -\int_{B_{\rho}\left(x^{0}\right)}\left[\Delta^{2} u_{i, n}(x)+V_{i, n}(x)\right] G_{\rho}\left(x-x_{0}\right) d x
\end{aligned}
$$

where $G_{\rho}$ is Green's function given by

$$
G_{\rho}(r)= \begin{cases}\frac{1}{2}(r-\rho) & \text { if } \quad N=1  \tag{2.40}\\ \frac{1}{2 \pi} \log \frac{\rho}{r} & \text { if } \quad N=2 \\ \frac{1}{N(N-2) \omega(N)}\left(r^{2-N}-\rho^{2-N}\right) & \text { if } \quad N \geq 3\end{cases}
$$

Remark that $\omega(N)$ denotes the volume of unit ball in $\mathbb{R}^{N}$. From (2.12) and $G_{\rho^{\prime}}>G_{\rho}$ if $\rho^{\prime}>\rho$, we get

$$
\frac{1}{\left|\partial B_{\rho}\left(x^{0}\right)\right|} \int_{\partial B_{\rho}\left(x^{0}\right)}\left[\Delta u_{i, n}+\Delta^{-1} V_{i, n}\right] d S \leq \frac{1}{\left|\partial B_{\rho^{\prime}}\left(x^{0}\right)\right|} \int_{\partial B_{\rho^{\prime}}\left(x^{0}\right)}\left[\Delta u_{i, n}+\Delta^{-1} V_{i, n}\right] d S
$$

and, by integration,

$$
\begin{align*}
& \frac{1}{\left|B_{\rho}\left(x^{0}\right)\right|} \int_{B_{\rho}\left(x^{0}\right)}\left[\Delta u_{i, n}(x)+\Delta^{-1} V_{i, n}(x)\right] d x  \tag{2.41}\\
& \quad \leq \frac{1}{\left|B_{\rho^{\prime}}\left(x^{0}\right)\right|} \int_{B_{\rho^{\prime}\left(x^{0}\right)}}\left[\Delta u_{i, n}(x)+\Delta^{-1} V_{i, n}(x)\right] d x
\end{align*}
$$

For general $u_{i, n} \in H_{0}^{2}(\Omega)$ with (2.12), we introduce the $C^{\infty}$ functions

$$
U_{m}:=J_{1 / m}\left(\Delta u_{i, n}+\Delta^{-1} V_{i, n}\right)
$$

Since $\Delta U_{m} \geq 0$, we can deduce from (2.41) that

$$
\frac{1}{\left|B_{\rho}\left(x^{0}\right)\right|} \int_{B_{\rho}\left(x^{0}\right)} U_{m} d x \leq \frac{1}{\left|B_{\rho^{\prime}}\left(x^{0}\right)\right|} \int_{B_{\rho^{\prime}}\left(x^{0}\right)} U_{m} d x
$$

Letting $m \rightarrow+\infty$, we obtain (2.41) for general $u_{i, n} \in H_{0}^{2}(\Omega)$. Thus we conclude that

$$
\begin{equation*}
v_{i, n}^{\rho}(x) \downarrow v_{i, n}(x) \quad \text { as } \quad \rho \downarrow 0 \tag{2.42}
\end{equation*}
$$

where $v_{i, n}$ is a some function.
Since $v_{i, n}^{\rho}$ is continuous in $x$, we see that $v_{i, n}$ is upper semicontinuous. Recalling that $\Delta u_{i, n}+$ $\Delta^{-1} V_{i, n} \in L^{2}(\Omega)$, we also obtain that, as $\rho \downarrow 0$,

$$
v_{i, n}^{\rho} \rightarrow \Delta u_{i, n}+\Delta^{-1} V_{i, n} \quad \text { a.e. in } \quad \Omega .
$$

Consequently we have

$$
v_{i, n}=\Delta u_{i, n}+\Delta^{-1} V_{i, n} \quad \text { a.e. in } \quad \Omega
$$

This completes the proof.
Lemma 2.3. Let $1 \leq N \leq 7$, then for any point $x^{0} \in \Omega$ that belongs to the support of $\mu_{i, n}$, it holds that

$$
\begin{equation*}
v_{i, n}\left(x^{0}\right)-\Delta^{-1} V_{i, n}\left(x^{0}\right) \geq \Delta f\left(x^{0}\right) \tag{2.43}
\end{equation*}
$$

for each $n \in \mathbb{N}$ and $i=1, \cdots, n$.
Proof. With the aid of Lemma 2.1, we asserts that $\operatorname{supp} \mu_{i, n}$ is contained in the set of points where $(2.34)$ is not satisfies. Thus, if $x^{0} \in \operatorname{supp} \mu_{i, n}$, then there exist sequences $x_{m} \rightarrow x^{0}$ and $\varepsilon_{m} \downarrow 0$ such that

$$
\begin{equation*}
\left(J_{\varepsilon_{m}} u_{i, n}\right)\left(x_{m}\right)-f\left(x_{m}\right) \rightarrow 0 \tag{2.44}
\end{equation*}
$$

By Green's formula, we have

$$
\begin{equation*}
\left(J_{\varepsilon} u_{i, n}\right)\left(x_{m}\right)=\frac{1}{\left|S_{\rho, m}\right|} \int_{S_{\rho, m}} J_{\varepsilon} u_{i, n} d S-\int_{B_{\rho, m}} \Delta\left(J_{\varepsilon} u_{i, n}\right)(y) G_{\rho}\left(x_{m}-y\right) d y \tag{2.45}
\end{equation*}
$$

where $B_{\rho, m}:=\left\{\left|y-x_{m}\right|<\rho\right\}, S_{\rho, m}:=\partial B_{\rho, m}$. Similarly it holds that

$$
\begin{equation*}
\left(J_{\varepsilon} f\right)\left(x_{m}\right)=\frac{1}{\left|S_{\rho, m}\right|} \int_{S_{\rho, m}} J_{\varepsilon} f d S-\int_{B_{\rho, m}} \Delta\left(J_{\varepsilon} f\right)(y) G_{\rho}\left(x_{m}-y\right) d y . \tag{2.46}
\end{equation*}
$$

Since it follows from $u_{i, n} \geq f$, also $J_{\varepsilon} u \geq J_{\varepsilon} f$, that

$$
\frac{1}{\left|S_{\rho, m}\right|} \int_{S_{\rho, m}} J_{\varepsilon} u_{i, n} d S \geq \frac{1}{\left|S_{\rho, m}\right|} \int_{S_{\rho, m}} J_{\varepsilon} f d S,
$$

using the inequality and (2.44), we obtain, by comparing (2.45) with (2.46), that

$$
\begin{equation*}
\liminf _{m \rightarrow+\infty}\left[\int_{B_{\rho, m}} \Delta\left(J_{\varepsilon} u_{i, n}\right)(y) G_{\rho}\left(x_{m}-y\right) d y-\int_{B_{\rho, m}} \Delta\left(J_{\varepsilon} f\right)(y) G_{\rho}\left(x_{m}-y\right) d y\right] \geq 0 . \tag{2.47}
\end{equation*}
$$

Using a change of variables and integrating by parts, we can reduce the first term in (2.47) to

$$
\begin{equation*}
\int_{B_{\rho, m}} \Delta\left(J_{\varepsilon} u_{i, n}\right)(y) \cdot G_{\rho}\left(x_{m}-y\right) d y=\int_{B_{\rho, m}}\left(J_{\varepsilon} G_{\rho}\right)\left(x_{m}-y\right) \Delta u_{i, n}(y) d y+\lambda_{\varepsilon, m}, \tag{2.48}
\end{equation*}
$$

where

$$
\lambda_{\varepsilon, m}:=-\int_{B_{\rho+\varepsilon, m} \backslash B_{\rho, m}} G_{\rho}\left(x_{m}-y\right) \Delta\left(J_{\varepsilon} u_{i, n}\right)(y) d y+\int_{B_{\rho+\varepsilon, m}} G_{\rho}\left(x_{m}-y\right) \int_{B_{\rho+2 \varepsilon, m} \backslash B_{\rho, m}} j_{\varepsilon}(y-z) \Delta u_{i, n}(z) d y
$$

and $\lambda_{\varepsilon, m} \rightarrow 0$ as $\varepsilon \downarrow 0$ uniformly in $m$. A similar relation holds for the second integral in (2.47). Therefore we obtain

$$
\begin{equation*}
\liminf _{m \rightarrow+\infty} \int_{B_{\rho, m}}\left(J_{\varepsilon_{m}} G_{\rho}\right)\left(x_{m}-y\right)\left[v_{i, n}(y)-\Delta^{-1} V_{i, n}(y)-\Delta f(y)\right] d y \geq 0 \tag{2.49}
\end{equation*}
$$

Recalling that $V_{i, n} \in H_{0}^{2}(\Omega)$ for each $n \in \mathbb{N}$, we see that $\Delta^{-1} V_{i, n} \in H^{4}(\Omega)$ by the elliptic regularity (see [21]). Then it follows from Sobolev's embedding that $\Delta^{-1} V_{i, n}$ is continuious in $\Omega$ for $1 \leq N \leq 7$. Furthermore since $v_{i, n}$ is upper semicontinuous, there exists a point $x_{m, \rho} \in \bar{B}_{\rho, m}$ such that the maximum of the function $v_{i, n}(x)-\Delta^{-1} V_{i, n}(x)-\Delta f(x)$ in $\bar{B}_{\rho, m}$ attains at $x=x_{m, \rho}$. Then (2.49) implies that

$$
v_{i, n}\left(x_{m, \rho}\right)-\Delta^{-1} V_{i, n}\left(x_{m, \rho}\right)-\Delta f\left(x_{m, \rho}\right) \geq-\delta_{m}, \quad \delta_{m} \rightarrow 0 \quad \text { as } \quad m \rightarrow+\infty .
$$

We may assume that $x_{m, \rho} \rightarrow x_{\rho}$ for some $x_{\rho} \in\left\{y \in \mathbb{R}^{N}:\left|y-x^{0}\right| \leq \rho\right\}$, for the sequence $\left\{x_{m, \rho}\right\}$ is bounded. By the upper semicontinuity of $v_{i, n}$, as $m \rightarrow+\infty$, it holds that

$$
v_{i, n}\left(x_{\rho}\right)-\Delta^{-1} V_{i, n}\left(x_{\rho}\right)-\Delta f\left(x_{\rho}\right) \geq 0 .
$$

Letting $\rho \rightarrow 0$ and using again the upper semicontinuity of $v_{i, n}$, we see that $x_{\rho} \rightarrow x^{0}$ and

$$
v_{i, n}\left(x_{0}\right)-\Delta^{-1} V_{i, n}\left(x^{0}\right)-\Delta f\left(x^{0}\right) \geq 0 .
$$

Making use of Lemmas 2.2 and 2.3, we can obtain a local bound of $\Delta u_{i, n}$ :

Lemma 2.4. Let $N \leq 3$. It holds that

$$
\begin{equation*}
\Delta u_{i, n} \in L_{l o c}^{\infty}(\Omega) \tag{2.50}
\end{equation*}
$$

for each $n \in \mathbb{N}$ and $i=1, \cdots, n$. Moreover, for any $R>0$ with $\bar{B}_{R} \subset \Omega$, there exist positive constants $C_{1}, C_{2}$, and $C_{3}$ being independent of $i$ and $n$ such that

$$
\begin{equation*}
\left\|\Delta u_{i, n}\right\|_{L^{\infty}\left(B_{R / 3}\right)} \leq C_{1} E\left(u_{0}\right)^{\frac{1}{2}}+C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3} \mu_{i, n}\left(D_{R / 2}\right)+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \tag{2.51}
\end{equation*}
$$

where $D_{R / 2}:=B_{R} \backslash B_{R / 2}$.
Proof. Set

$$
\begin{equation*}
U_{i, n}:=u_{i, n}+\left(\Delta^{2}\right)^{-1} V_{i, n}, \tag{2.52}
\end{equation*}
$$

where $\left(\Delta^{2}\right)^{-1} V_{i, n}$ denotes a unique solution of

$$
\begin{cases}-\Delta w=\Delta^{-1} V_{i, n} & \text { in } \quad \Omega, \\ w=0 & \text { on } \quad \partial \Omega\end{cases}
$$

Let fix $x^{0} \in \Omega$ arbitrarily and denote by $B_{\rho}$ the ball with center $x^{0}$ and radius $\rho$. Choose $R>0$ such that $\bar{B}_{R} \subset \Omega$ and $\zeta \in C_{0}^{\infty}\left(B_{R}\right), \zeta=1$ in $B_{2 R / 3}, 0 \leq \zeta \leq 1$ elsewhere. For any $x \in B_{2 R / 3}$, we have

$$
\Delta\left(J_{\varepsilon} U_{i, n}\right)(x)=\Delta\left(J_{\varepsilon} U_{i, n}\right)(x) \zeta(x)=-\int_{B_{R}} G_{R}(x-y) \Delta\left(\Delta\left(J_{\varepsilon} U_{i, n}\right) \zeta\right)(y) d y
$$

where $G_{R}$ is Green's function defined in (2.40). Expanding the right-hand side, we obtain

$$
\begin{align*}
\Delta\left(J_{\varepsilon} U_{i, n}\right)(x)=- & \int_{B_{R / 2}} G_{R}(x-y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) d y  \tag{2.53}\\
& -\int_{D_{R / 2}} G_{R}(x-y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) \zeta(y) d y+\alpha_{\varepsilon}(x),
\end{align*}
$$

where $D_{R / 2}:=B_{R} \backslash B_{R / 2}$ and

$$
\begin{aligned}
\alpha_{\varepsilon}(x):= & -2 \int_{D_{R / 2}} G_{R}(x-y) \nabla\left(\Delta\left(J_{\varepsilon} U_{i, n}\right)\right)(y) \cdot \nabla \zeta(y) d y \\
& -\int_{D_{R / 2}} G_{R}(x-y) \Delta\left(J_{\varepsilon} U_{i, n}\right)(y) \Delta \zeta(y) d y:=\alpha_{\varepsilon, 1}(x)+\alpha_{\varepsilon, 2}(x) .
\end{aligned}
$$

Noticing that $\operatorname{supp} \nabla \zeta$ is contained in $D_{R / 3}:=B_{R} \backslash B_{2 R / 3}$, we get

$$
\alpha_{\varepsilon, 1}(x)=-\int_{D_{R / 3}} \Delta\left(J_{\varepsilon} U_{i, n}\right)(y) \nabla \cdot\left(G_{R}(x-y) \nabla \zeta(y)\right) d y .
$$

Since the fact that $u_{i, n} \in H_{0}^{2}(\Omega)$ implies

$$
\int_{\Omega}\left|\Delta\left(J_{\varepsilon} U_{i, n}\right)(y)\right|^{2} d y \leq\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)}^{2}
$$

the terms $\alpha_{\varepsilon, 1}(x)$ and $\alpha_{\varepsilon, 2}(x)$ are estimated for any $x \in B_{2 R / 3}$ as follows:

$$
\begin{aligned}
& \left|\alpha_{\varepsilon, 1}(x)\right| \leq C\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)}\left(\|\nabla \zeta\|_{L^{2}\left(D_{R / 3}\right)}+\|\Delta \zeta\|_{L^{2}\left(D_{R / 3}\right)}\right) ; \\
& \left|\alpha_{\varepsilon, 2}(x)\right| \leq C\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)}\|\Delta \zeta\|_{L^{2}\left(D_{R / 3}\right)} .
\end{aligned}
$$

Thus we deduce that

$$
\begin{equation*}
\left|\alpha_{\varepsilon}(x)\right| \leq C\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)} \quad \text { for all } \quad x \in B_{2 R / 3}, \tag{2.54}
\end{equation*}
$$

where the constant $C$ is independent of $\varepsilon, i$, and $n$.
Along the same line as in (2.48), the first term in the right-hand side of (2.53) is reduced to

$$
\begin{equation*}
\int_{B_{R / 2}} G_{R}(x-y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) d y=\int_{B_{R / 2}}\left(J_{\varepsilon} G_{R}\right)(x-y) \Delta^{2} U_{i, n}(y) d y+\beta_{\varepsilon}(x), \tag{2.55}
\end{equation*}
$$

where $\beta_{\varepsilon}(x) \rightarrow 0$ as $\varepsilon \downarrow 0$ if $x \in B_{R / 2}$.
Consider the integral

$$
\tilde{G}_{R}(x):=\int_{B_{R / 2}} G_{R}(x-y) d \mu_{i, n}(y) .
$$

The integral is well defined in the sense of improper integrals, that is, as

$$
\lim _{\delta \rightarrow 0} \int_{\left\{y \in B_{R / 2}:|x-y|>\delta\right\}} G_{R}(x-y) d \mu_{i, n}(y) \quad \text { for a.e. } x .
$$

Indeed, this follows from Fubini's theorem since for any $k<+\infty$ it holds that

$$
\int_{B_{R / 2}} \int_{|x|<k} G_{R}(x-y) d x d \mu_{i, n}(y) \leq C \int_{B_{R / 2}} d \mu_{i, n}(y)<+\infty .
$$

Moreover one can verify that $\tilde{G}_{R}$ is a superharmonic function (e.g., see [22]).
Since $G_{R}(z)$ is harmonic if $|z|>\varepsilon$, one can verify that $\left(J_{\varepsilon} G_{R}\right)(z)=G_{R}(z)$ holds for $|z|>\varepsilon$. On the other hand, from

$$
\left(J_{\varepsilon} G_{R}\right)(z)=\int_{|y-z|<\varepsilon} j_{\varepsilon}(y-z) G_{R}(y) d y=\int_{|\zeta|<1} j_{0}(\zeta) G_{R}(z+\varepsilon \zeta) d \zeta \leq C,
$$

we see that there exists an $\varepsilon>0$ small enough such that $\left(J_{\varepsilon} G_{R}\right)(z) \leq G_{R}(z)$ for $|z|<\varepsilon$. Therefore Lubesgue's convergence theorem gives us that

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \int_{B_{R / 2}}\left(J_{\varepsilon} G_{R}\right)(x-y) d \mu_{i, n}(y)=\tilde{G}_{R}(x) \quad \text { for a.e. } \quad x \in B_{R / 2} . \tag{2.56}
\end{equation*}
$$

Analogously to (2.55) we have, for $x \in B_{R / 2}$,

$$
\int_{B_{R} \backslash B_{R / 2}} G_{R}(x-y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) \zeta(y) d y=\int_{B_{R} \backslash B_{R / 2}} J_{\varepsilon}\left(\zeta(y) G_{R}(x-y)\right) \Delta^{2} U_{i, n}(y) d y+\tilde{\beta}_{\varepsilon}(x),
$$

where $\tilde{\beta}_{\varepsilon}(x) \rightarrow 0$ as $\varepsilon \downarrow 0$. Thus we deduce from Lebesgue's convergence theorem that for $x \in B_{R / 2}$, as $\varepsilon \downarrow 0$,

$$
\begin{equation*}
\int_{B_{R} \backslash B_{R / 2}} G_{R}(x-y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) \zeta(y) d y \rightarrow \int_{B_{R} \backslash B_{R / 2}} G_{R}(x-y) \Delta^{2} U_{i, n}(y) \zeta(y) d y . \tag{2.57}
\end{equation*}
$$

We can write

$$
\begin{aligned}
\Delta\left(J_{\varepsilon} U_{i, n}\right)(x) & =\int_{|z-x|<\varepsilon} U_{i, n}(z) \Delta j_{\varepsilon}(x-z) d z=\int_{|z-x|<\varepsilon} \Delta U_{i, n}(z) j_{\varepsilon}(x-z) d z \\
& =\int_{|z-x|<\varepsilon} v_{i, n}(z) j_{\varepsilon}(x-z) d z=\int_{0}^{\varepsilon} \frac{1}{\varepsilon^{N}} j_{0}\left(\frac{\rho}{\varepsilon}\right) \int_{\partial B_{\rho}(x)} v_{i, n}(\rho, \theta) d S_{\theta} d \rho,
\end{aligned}
$$

where $(\rho, \theta)$ is the spherical coordinates about $x$ and $\lambda_{\varepsilon}(\rho)$ is a smooth nonnegative function. Since it follows from the proof of Lemma 2.2 that

$$
\frac{1}{\left|\partial B_{\rho}(x)\right|} \int_{\partial B_{\rho}(x)} v_{i, n}(\rho, \theta) d S_{\theta} \downarrow v_{i, n}(x) \quad \text { as } \quad \rho \downarrow 0,
$$

the mean value theorem yields that

$$
\begin{aligned}
\Delta\left(J_{\varepsilon} U_{i, n}\right)(x) & =\frac{1}{\left|\partial B_{\rho^{\prime}}\right|} \int_{\partial B_{\rho^{\prime}}} v_{i, n}\left(\rho^{\prime}, \theta\right) d S_{\theta} \int_{0}^{\varepsilon} \frac{1}{\varepsilon^{N}} j_{0}\left(\frac{\rho}{\varepsilon}\right) \omega_{N} \rho^{N-1} d \rho \\
& =\frac{1}{\left|\partial B_{\rho^{\prime}}\right|} \int_{\partial B_{\rho^{\prime}}} v_{i, n}\left(\rho^{\prime}, \theta\right) d S_{\theta} \int_{|y|<1} j_{0}(|y|) d y \\
& =\frac{1}{\left|\partial B_{\rho^{\prime}}\right|} \int_{\partial B_{\rho^{\prime}}} v_{i, n}\left(\rho^{\prime}, \theta\right) d S_{\theta} \downarrow v_{i, n}(x) \quad \text { as } \quad \varepsilon \downarrow 0,
\end{aligned}
$$

where $\omega_{N} \rho^{N-1}$ denotes the area of surface $\partial B_{\rho}$ and $\rho^{\prime} \in(0, \varepsilon)$. Combining this with (2.55), (2.56), and (2.57), letting $\varepsilon \downarrow 0$ in (2.53), we obtain that for $x \in B_{R / 2}$ there holds

$$
\begin{equation*}
v_{i, n}(x)=-\tilde{G}_{R}(x)-\int_{D_{R / 2}} \zeta(y) G_{R}(x-y) \Delta^{2} U_{i, n}(y) d y+\delta(x) . \tag{2.58}
\end{equation*}
$$

Remark that (2.54) implies

$$
\begin{equation*}
|\delta(x)| \leq C_{1}\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)} \quad \text { for all } \quad x \in B_{2 R / 3}, \tag{2.59}
\end{equation*}
$$

where the constant $C_{1}$ is independent of $i$ and $n$. Recalling that $\tilde{G}_{R}$ is superharmonic, we shall apply a maximal principle for superharmonic functions to $\tilde{G}_{R}$. It follows from Lemma 2.3 that

$$
v_{i, n}(x) \geq \Delta^{-1} V_{i, n}(x)+\Delta f(x) \quad \text { on } \quad \operatorname{supp} \mu_{i, n}\left\lfloor B_{R / 2}\right.
$$

Since the integral on the right-hand side of (2.58) is non-negative, we see that

$$
\begin{align*}
\tilde{G}_{R}(x) & \leq-v_{i, n}(x)+\delta(x) \leq-\Delta^{-1} V_{i, n}(x)-\Delta f(x)+\delta(x)  \tag{2.60}\\
& \leq\left\|\Delta^{-1} V_{i, n}\right\|_{C\left(B_{R / 2}\right)}+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)}+\|\delta\|_{L^{\infty}\left(B_{R / 2}\right)} \quad \text { on } \quad \operatorname{supp} \mu_{i, n}\left\lfloor B_{R / 2} .\right.
\end{align*}
$$

Furthermore Proposition 2.1 and (2.38) assert that

$$
\begin{equation*}
\left\|\Delta^{-1} V_{i, n}\right\|_{C\left(B_{R / 2}\right)} \leq\left\|\Delta^{-1} V_{i, n}\right\|_{C^{k, \gamma}(\Omega)} \leq C\left\|\Delta^{-1} V_{i, n}\right\|_{H^{2}(\Omega)} \leq C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}, \tag{2.61}
\end{equation*}
$$

where $k=1$ and $0<\gamma<1 / 2$ if $N=1, k=0$ and $0<\gamma<2-N / 2$ if $N=2,3$, and the constant $C_{2}$ is independent of $i$ and $n$. Thus, combining (2.60) with (2.59) and (2.61), we observe that

$$
\tilde{G}_{R}(x) \leq C_{1}\left\|\Delta U_{i, n}\right\|_{L^{2}((\Omega)}+C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \quad \text { on } \quad \operatorname{supp} \mu_{i, n} \leq B_{R / 2},
$$

and then, Theorems 1.5 and 1.6 in [22] give us that

$$
\tilde{G}_{R}(x) \leq C_{1}\left\|\Delta U_{i, n}\right\|_{L^{2}((\Omega)}+C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \quad \text { in } \quad \mathbb{R}^{N} .
$$

Observing that the integral in (2.58) is estimated as

$$
\int_{D_{R / 2}} \zeta(y) G_{R}(x-y) \Delta^{2} U_{i, n}(y) d y \leq C_{3} \mu_{i, n}\left(D_{R / 2}\right) \quad \text { in } \quad B_{R / 3}
$$

we deduce that, for any $x \in B_{R / 3}$,

$$
\left|v_{i, n}(x)\right| \leq 2 C_{1}\left\|\Delta U_{i, n}\right\|_{L^{2}((\Omega)}+C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3} \mu_{i, n}\left(D_{R / 2}\right)+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)}
$$

so that

$$
\begin{equation*}
\left|\Delta u_{i, n}(x)\right| \leq 2 C_{1}\left\|\Delta U_{i, n}\right\|_{L^{2}((\Omega)}+2 C_{2}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3} \mu_{i, n}\left(D_{R / 2}\right)+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \tag{2.62}
\end{equation*}
$$

Since (2.8) yields that

$$
\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)} \leq\left\|\Delta u_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\Delta^{-1} V_{i, n}\right\|_{L^{2}(\Omega)} \leq \sqrt{2 E\left(u_{0}\right)}+C\left\|V_{i, n}\right\|_{L^{2}(\Omega)},
$$

we obtain

$$
\left\|\Delta u_{i, n}\right\|_{L^{\infty}\left(B_{R / 3}\right)} \leq C_{1}^{\prime} \sqrt{2 E\left(u_{0}\right)}+C_{2}^{\prime}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3} \mu_{i, n}\left(D_{R / 2}\right)+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)}
$$

This completes the proof.
Remark 2.1. We need to impose the restriction on the dimension $N \leq 3$ in Lemma 2.4 in order to obtain the inequality

$$
\left\|\Delta^{-1} V_{i, n}\right\|_{L^{\infty}\left(B_{R / 2}\right)} \leq C\left\|V_{i, n}\right\|_{L^{2}(\Omega)}
$$

in (2.61). Such an estimate will allow us to prove a uniform $W^{2, \infty}$ bound on $u_{i, n}$ with respect to $n$.

Theorem 2.4. Let $N \leq 3$. It holds that

$$
\begin{equation*}
u_{i, n} \in W^{2, \infty}(\Omega) \tag{2.63}
\end{equation*}
$$

for each $n \in \mathbb{N}$ and $i=1, \cdots, n$. Moreover, for any $R>0$ with $\bar{B}_{R} \subset \Omega$, there exist positive constants $C_{1}$ and $C_{2}$ being independent of $n$ such that

$$
\begin{equation*}
\tau_{n} \sum_{i=1}^{n}\left\|D^{2} u_{i, n}\right\|_{L^{\infty}(\Omega)}^{2} \leq C_{1}+C_{2}\|\Delta f\|_{L^{\infty}(\Omega)}^{2} \tag{2.64}
\end{equation*}
$$

Proof. Thanks to Theorem 2.2, we see that $u_{i, n}$ is uniformly bounded in $H_{0}^{2}(\Omega)$. Then, Proposition 2.1 asserts that $u_{i, n}$ is also uniformly bounded in $C^{1, \gamma}(\Omega)$ with $0<\gamma<1 / 2$ if $N=1$, and in $C^{0, \gamma}(\Omega)$ with $\gamma \in(0,2-N / 2)$ if $N=2,3$. Since $u_{i, n}=0$ on $\partial \Omega$, there exists a neighborhood $\Omega_{\delta}$ of $\partial \Omega$ such that $u_{i, n}>f$ in $\Omega_{\delta}$. By the standard elliptic regularity theory, we observe that $\Delta u_{i, n} \in H^{2}\left(\Omega_{\delta}\right)$ with

$$
\begin{equation*}
\left\|\Delta u_{i, n}\right\|_{H^{2}\left(\Omega_{\delta}\right)} \leq C\left(\left\|V_{i, n}\right\|_{L^{2}\left(\Omega_{\delta}\right)}+\left\|\Delta u_{i, n}\right\|_{L^{2}\left(\Omega_{\delta}\right)}\right) \tag{2.65}
\end{equation*}
$$

where the positive constant $C$ depends only on $\Omega_{\delta}$. Combining (2.65) with the interpolation inequality

$$
\left\|\Delta u_{i, n}\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \leq K\left\|\Delta u_{i, n}\right\|_{H^{2}\left(\Omega_{\delta}\right)}^{N / 4}\left\|\Delta u_{i, n}\right\|_{L^{2}\left(\Omega_{\delta}\right)}^{1-N / 4}
$$

where $K$ is a positive constant depending only on $N$, we deduce that

$$
\begin{equation*}
\left\|\Delta u_{i, n}\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \leq C^{\prime}\left(\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\Delta u_{i, n}\right\|_{L^{2}\left(\Omega_{\delta}\right)}\right) \tag{2.66}
\end{equation*}
$$

In the sequel, we let $N=2,3$. Let fix $x^{0} \in \Omega \backslash \Omega_{\delta}$ arbitrarily and $B_{\rho}$ denote the ball with center $x^{0}$ and radius $\rho$. Choose $R>0$ such that $\bar{B}_{R} \subset \Omega$ and $\zeta \in C_{0}^{\infty}\left(B_{R}\right), \zeta=1$ in $B_{2 R / 3}$, $0 \leq \zeta \leq 1$ elsewhere. For any $x \in B_{R / 2}$, we can write

$$
\left(J_{\varepsilon} U_{i, n}\right)(x)=\int_{B_{R}} W(x-y) \Delta^{2}\left(\zeta J_{\varepsilon} U_{i, n}\right)(y) d y
$$

where $U_{i, n}$ is the function defined by $(2.52)$ and $W$ is the fundamental solution of $\Delta^{2}$ :

$$
W(x)= \begin{cases}\gamma_{N}|x|^{2}(\log |x|-1) & \text { if } \quad N=2 \\ -\gamma_{N}|x| & \text { if } \quad N=3\end{cases}
$$

where $\gamma_{N}$ are constants chosen such that

$$
\Delta^{2} W=\delta
$$

where $\delta$ denotes the Dirac measure (e.g., see [15]). Expanding $\Delta^{2}\left(\zeta J_{\varepsilon} U_{i, n}\right)$ and performing integrations by parts, we obtain

$$
\begin{align*}
&\left(J_{\varepsilon} U_{i, n}\right)(x)  \tag{2.67}\\
&= \int_{B_{2 R / 3}} W(x-y) \Delta^{2}\left(\zeta J_{\varepsilon} U_{i, n}\right)(y) d y+\int_{D_{R / 3}} W(x-y) \Delta^{2}\left(\zeta J_{\varepsilon} U_{i, n}\right)(y) d y \\
&= \int_{B_{2 R / 3}} W(x-y) \zeta(y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) d y \\
& \quad+\int_{D_{R / 3}} W(x-y)\left[\Delta^{2} \zeta\left(J_{\varepsilon} U_{i, n}\right)+4 \nabla(\Delta \zeta) \cdot \nabla\left(J_{\varepsilon} U_{i, n}\right)+6 \Delta \zeta \Delta\left(J_{\varepsilon} U_{i, n}\right)\right. \\
&\left.\quad+4 \nabla \zeta \cdot \nabla \Delta\left(J_{\varepsilon} U_{i, n}\right)+\zeta \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)\right](y) d y \\
&= \int_{B_{R}} W(x-y) \zeta(y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) d y+\alpha_{\varepsilon}(x),
\end{align*}
$$

where $D_{R / 3}:=R_{R} \backslash B_{2 R / 3}$ and

$$
\begin{array}{rl}
\alpha_{\varepsilon}(x)=\int_{D_{R / 3}} & W(x-y)\left[\Delta^{2} \zeta\left(J_{\varepsilon} U_{i, n}\right)+4 \nabla(\Delta \zeta) \cdot \nabla\left(J_{\varepsilon} U_{i, n}\right)+2 \Delta \zeta \Delta\left(J_{\varepsilon} U_{i, n}\right)\right](y) d y \\
& -4 \int_{D_{R / 3}} \nabla W(x-y) \cdot \nabla \zeta(y) \Delta\left(J_{\varepsilon} U_{i, n}\right)(y) d y
\end{array}
$$

Since it follows from a direct calculation that

$$
\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) W(x)= \begin{cases}\gamma_{N}\left(2 x_{j}^{2}|x|^{-2}-1\right) & \text { if } \quad N=2 \\ \gamma_{N} x_{j}^{2}|x|^{-3} & \text { if } \quad N=3\end{cases}
$$

one can verify that

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) W \geq-c, \tag{2.68}
\end{equation*}
$$

where $c$ is a positive constant. Applying $\partial^{2} / \partial x_{j}^{2}-\Delta / 2$ to the both sides of (2.67) and using (2.68) and the fact that $\zeta \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right) \geq 0$, we obtain, if $x \in B_{R / 2}$,

$$
\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) J_{\varepsilon} U_{i, n}(x) \geq-c \int_{B_{R}} \zeta(y) \Delta^{2}\left(J_{\varepsilon} U_{i, n}\right)(y) d y+\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) \alpha_{\varepsilon}(x) .
$$

Since the integral in the right-hand side can be written as

$$
\int_{B_{R}}\left(J_{\varepsilon} \zeta\right)(y) \Delta^{2} U_{i, n}(y) d y+\beta_{\varepsilon},
$$

where $\beta_{\varepsilon} \rightarrow 0$ as $\varepsilon \downarrow 0$, we conclude that

$$
\begin{align*}
& \frac{\partial^{2} J_{\varepsilon} U_{i, n}}{\partial x_{j}{ }^{2}}(x) \geq-\frac{1}{2}\left\|\Delta J_{\varepsilon} U_{i, n}\right\|_{L^{\infty}\left(B_{R / 3}\right)}-c \int_{B_{R}}\left(J_{\varepsilon} \zeta\right)(y) \Delta^{2} U_{i, n}(y) d y  \tag{2.69}\\
&-c \beta_{\varepsilon}+\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) \alpha_{\varepsilon}(x) \text { in } B_{R / 3} .
\end{align*}
$$

On the other hand, it also holds that

$$
\begin{align*}
\frac{\partial^{2} J_{\varepsilon} U_{i, n}}{\partial x_{j}{ }^{2}}= & \Delta\left(J_{\varepsilon} U_{i, n}\right)-\sum_{k \neq j} \frac{\partial^{2} J_{\varepsilon} U_{i, n}}{\partial x_{k}{ }^{2}}  \tag{2.70}\\
\leq & \frac{N+1}{2}\left\|\Delta\left(J_{\varepsilon} U_{i, n}\right)\right\|_{L^{\infty}\left(B_{R / 3}\right)}+c(N-1) \int_{B_{R}}\left(J_{\varepsilon} \zeta\right)(y) \Delta^{2} U_{i, n}(y) d y \\
& +c(N-1) \beta_{\varepsilon}-(N-1)\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}-\frac{1}{2} \Delta\right) \alpha_{\varepsilon}(x) \text { in } B_{R / 3} .
\end{align*}
$$

Lemma 2.4 implies that

$$
\begin{align*}
\left\|\Delta\left(J_{\varepsilon} U_{i, n}\right)\right\|_{L^{\infty}\left(B_{R / 3}\right)} & \leq\left\|\Delta U_{i, n}\right\|_{L^{\infty}\left(B_{R / 3}\right)}  \tag{2.71}\\
\leq C_{1} E\left(u_{0}\right)^{\frac{1}{2}} & +\left(C_{2}+1\right)\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3} \mu_{i, n}\left(D_{R / 2}\right)+\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)}
\end{align*}
$$

Letting $\varepsilon \downarrow 0$, we find

$$
\begin{equation*}
\int_{B_{R}}\left(J_{\varepsilon} \zeta\right)(y) \Delta^{2} U_{i, n}(y) d y \rightarrow \int_{B_{R}} \zeta(y) \Delta^{2} U_{i, n}(y) d y \leq \mu_{i, n}\left(B_{R}\right) . \tag{2.72}
\end{equation*}
$$

Furthermore it follows from the Gagliardo-Nirenberg type interpolation inequality that

$$
\begin{aligned}
\left\|\alpha_{\varepsilon}\right\|_{L^{\infty}\left(B_{R / 3}\right)} & \leq C\left\{\left\|J_{\varepsilon} U_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(J_{\varepsilon} U_{i, n}\right)\right\|_{L^{2}(\Omega)}+\left\|\Delta\left(J_{\varepsilon} U_{i, n}\right)\right\|_{L^{2}(\Omega)}\right\} \\
& \leq C\left\{\left\|J_{\varepsilon} U_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\Delta\left(J_{\varepsilon} U_{i, n}\right)\right\|_{L^{2}(\Omega)}\right\} \\
& \leq C\left\{\left\|U_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\Delta U_{i, n}\right\|_{L^{2}(\Omega)}\right\} .
\end{aligned}
$$

Observing

$$
\left\|U_{i, n}\right\|_{L^{2}(\Omega)} \leq\left\|u_{i, n}\right\|_{L^{2}(\Omega)}+\left\|\left(\Delta^{2}\right)^{-1} V_{i, n}\right\|_{L^{2}(\Omega)} \leq\left\|u_{i, n}\right\|_{H_{0}^{2}(\Omega)}+C\left\|V_{i, n}\right\|_{L^{2}(\Omega)},
$$

we obtain

$$
\begin{equation*}
\left\|\alpha_{\varepsilon}\right\|_{L^{\infty}\left(B_{R / 3}\right)} \leq C_{1}^{\prime} E\left(u_{0}\right)^{\frac{1}{2}}+C_{2}^{\prime}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{3}^{\prime} \mu_{i, n}\left(D_{R / 2}\right)+C_{4}\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \tag{2.73}
\end{equation*}
$$

Recalling $\beta_{\varepsilon} \rightarrow 0$ as $\varepsilon \downarrow 0$ and letting $\varepsilon \downarrow 0$ in (2.69) and (2.70), we deduce from (2.71)-(2.73) that

$$
\begin{equation*}
\left\|\frac{\partial^{2} u_{i, n}}{\partial x_{j}^{2}}\right\|_{L^{\infty}\left(B_{R / 3}\right)} \leq C_{5} E\left(u_{0}\right)^{\frac{1}{2}}+C_{6}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{7} \mu_{i, n}\left(B_{R}\right)+C_{8}\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \tag{2.74}
\end{equation*}
$$

Since $x_{j}$ can be in any direction, the inequality (2.74) implies that

$$
\begin{equation*}
\left\|D^{2} u_{i, n}\right\|_{L^{\infty}\left(B_{R / 3}\right)} \leq C_{5}^{\prime} E\left(u_{0}\right)^{\frac{1}{2}}+C_{6}^{\prime}\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C_{7}^{\prime} \mu_{i, n}\left(B_{R}\right)+C_{8}^{\prime}\|\Delta f\|_{L^{\infty}\left(B_{R / 2}\right)} \tag{2.75}
\end{equation*}
$$

where the constants $C_{5}^{\prime}, C_{6}^{\prime}, C_{7}^{\prime}$, and $C_{8}^{\prime}$ are independent of $i$ and $n$. Recalling (2.66), along the same line as above, one can verify that

$$
\begin{equation*}
\left\|D^{2} u_{i, n}\right\|_{L^{\infty}\left(\Omega_{\delta}\right)} \leq C\left(\left\|V_{i, n}\right\|_{L^{2}\left(\Omega_{\delta}\right)}+E\left(u_{0}\right)^{\frac{1}{2}}\right) \tag{2.76}
\end{equation*}
$$

where the constant $C$ depends only on $\Omega_{\delta}$. Since $\Omega \backslash \Omega_{\delta}$ is compact, combining (2.75) with (2.76), we obtain the assertion $u_{i, n} \in W^{2, \infty}(\Omega)$ and

$$
\begin{equation*}
\left\|D^{2} u_{i, n}\right\|_{L^{\infty}(\Omega)} \leq C E\left(u_{0}\right)^{\frac{1}{2}}+C\left\|V_{i, n}\right\|_{L^{2}(\Omega)}+C \mu_{i, n}(\Omega)+C\|\Delta f\|_{L^{\infty}(\Omega)} \tag{2.77}
\end{equation*}
$$

Finally multiplying (2.77) by $\tau_{n}$ and summing over $i=1, \cdots, n$, we conclude from (2.7) and (2.13) that

$$
\begin{aligned}
\tau_{n} & \sum_{i=1}^{n}\left\|D^{2} u_{i, n}\right\|_{L^{\infty}(\Omega)}^{2} \\
& \leq C T E\left(u_{0}\right)+C \int_{0}^{T}\left\|V_{n}(t)\right\|_{L^{2}(\Omega)}^{2} d t+C \tau_{n} \sum_{i=1}^{n} \mu_{i, n}(\Omega)^{2}+C T\|\Delta f\|_{L^{\infty}(\Omega)}^{2} \\
& \leq C T E\left(u_{0}\right)+2 C E\left(u_{0}\right)+C+C T\|\Delta f\|_{L^{\infty}(\Omega)}^{2} .
\end{aligned}
$$

This completes the proof.
When we restrict to dimensions $N \leq 3$, Proposition 2.1 implies that $u_{i, n}$ is continuous. Under such restriction, we define

$$
\begin{align*}
\mathcal{C}_{i, n} & :=\left\{x \in \Omega: u_{i, n}(x)=f(x)\right\},  \tag{2.78}\\
\mathcal{N}_{i, n} & :=\left\{x \in \Omega: u_{i, n}(x)>f(x)\right\} . \tag{2.79}
\end{align*}
$$

It is clear that $\mathcal{C}_{i, n} \cup \mathcal{N}_{i, n}=\Omega$. We can show a relation between the support of $\mu_{i, n}$ and the sets.
Lemma 2.5. Let $N \leq 3$. If $x_{0} \in \mathcal{N}_{i, n}$, then there exists a neighborhood of $x_{0}$ such that $\mu_{i, n}\left(\mathcal{N}_{i, n}\right)=0$. Furthermore we have

$$
\begin{equation*}
\operatorname{supp} \mu_{i, n} \subseteq \mathcal{C}_{i, n} \tag{2.80}
\end{equation*}
$$

Proof. Let $N \leq 3$ and fix $x^{0} \in \mathcal{N}_{i, n}$ arbitrarily. Since $\mathcal{N}_{i, n}$ is an open set, there exist a constant $\delta>0$ and a neighborhood $W$ of $x^{0}$ such that

$$
u_{i, n}(x)-f(x)>\delta \quad \text { for all } \quad x \in W
$$

Notice that $u_{i, n}$ satisfies

$$
\begin{equation*}
\int_{\Omega} \Delta u_{i, n} \Delta\left(u_{i, n}-\varphi\right) d x \leq-\int_{\Omega} V_{i, n}\left(u_{i, n}-\varphi\right) d x \tag{2.81}
\end{equation*}
$$

for any $\varphi \in K$, for $u_{i, n}$ is a solution of $\left(M_{i, n}\right)$. Then for any $\zeta \in C_{0}^{\infty}(W)$ with $0 \leq \zeta \leq \delta / 2$, the function

$$
\psi=u_{i, n}-\zeta
$$

belongs to $K$. Taking this $\psi$ as $\varphi$ in (2.81), we have

$$
\int_{\Omega}\left[\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right] d x \leq 0
$$

Since $\mu_{i, n} \geq 0$, this asserts that

$$
\int_{\Omega}\left[\Delta u_{i, n} \Delta \zeta+V_{i, n} \zeta\right] d x=0
$$

i.e., $\mu_{i, n}=0$ in $W$.

## 3 Existence and regularity of solutions to problem (P)

We first prove a convergence result which holds in any dimension $N \geq 1$.
Theorem 3.1. Let $u_{n}$ be the piecewise linear interpolation of $\left\{u_{i, n}\right\}$. Then there exists a function

$$
u \in L^{\infty}\left([0,+\infty) ; H_{0}^{2}(\Omega)\right) \cap H_{l o c}^{1}\left(0,+\infty ; L^{2}(\Omega)\right)
$$

such that

$$
\begin{equation*}
u_{n} \rightharpoonup u \quad \text { in } \quad L^{2}\left(0, T ; H_{0}^{2}(\Omega)\right) \cap H^{1}\left(0, T ; L^{2}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty \tag{3.1}
\end{equation*}
$$

up to a subsequence, for any $0<T<+\infty$. Moreover

$$
\int_{0}^{T} \int_{\Omega} u_{t}^{2} d x d t \leq 2 E\left(u_{0}\right)
$$

$u(x, t) \geq f(x)$ for a.e. $x \in \Omega$ and for every $t \in[0,+\infty)$, and for each $\alpha \in\left(0, \frac{1}{2}\right)$ it holds

$$
\begin{equation*}
u_{n} \rightarrow u \quad \text { in } \quad C^{0, \alpha}\left([0, T] ; L^{2}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty . \tag{3.2}
\end{equation*}
$$

Proof. Recalling that $u_{n}(x, \cdot)$ is absolutely continuous on $[0, T]$, for all $t_{1}, t_{2} \in[0, T]$ with $t_{1}<t_{2}$, Hölder's inequality and Fubini's Theorem give us

$$
\begin{aligned}
\left\|u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)\right\|_{L^{2}(\Omega)} & =\left(\int_{0}^{L}\left(\int_{t_{1}}^{t_{2}} \frac{\partial u_{n}}{\partial t}(x, t) d t\right)^{2} d x\right)^{\frac{1}{2}} \\
& \leq\left(\int_{t_{1}}^{t_{2}}\left\|\frac{\partial u_{n}}{\partial t}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} d t\right)^{\frac{1}{2}}\left(t_{2}-t_{1}\right)^{\frac{1}{2}}
\end{aligned}
$$

Then it follows from (2.7) that

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \int_{\Omega} u_{t}^{2} d x d t \leq 2 E\left(u_{0}\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)\right\|_{L^{2}(\Omega)} \leq \sqrt{2 E\left(u_{0}\right)}\left(t_{2}-t_{1}\right)^{\frac{1}{2}} \tag{3.4}
\end{equation*}
$$

Since (2.8) yields that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\Delta u_{n}(\cdot, t)\right\|_{L^{2}(\Omega)} \leq \sup _{1 \leq i \leq n}\left\|\Delta u_{i, n}\right\|_{L^{2}(\Omega)} \leq \sqrt{2 E\left(u_{0}\right)} \tag{3.5}
\end{equation*}
$$

there exists a function $u \in L^{2}\left(0, T ; H_{0}^{2}(\Omega)\right)$ such that $u_{n} \rightharpoonup u$ in $L^{2}\left(0, T ; H_{0}^{2}(\Omega)\right)$ up to a subsequence. On the other hand, the estimate (2.7) implies that

$$
\begin{equation*}
V_{n}=\frac{\partial u_{n}}{\partial t} \rightharpoonup \frac{\partial u}{\partial t} \quad \text { in } \quad L^{2}\left(0, T ; L^{2}(\Omega)\right) \tag{3.6}
\end{equation*}
$$

This means that $\partial u / \partial t \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, i.e., $u \in H^{1}\left(0, T ; L^{2}(\Omega)\right)$. Combining (3.4) with Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3.1]), we conclude (3.2).

Since (3.5) means that $\left\{u_{n}(t)\right\}$ is uniformly bounded in $H_{0}^{2}(\Omega)$ with respect to $t \in[0, T]$ and $n \in \mathbb{N}$, we deduce from (3.2) that, for each $t \in[0, T]$

$$
\begin{equation*}
u_{n}(t) \rightharpoonup u(t) \quad \text { in } \quad H_{0}^{2}(\Omega) \tag{3.7}
\end{equation*}
$$

up to a subsequence. This asserts that $u \in L^{\infty}\left([0, T] ; H_{0}^{2}(\Omega)\right)$. Moreover, Proposition 2.1 implies that for each $t \in[0, T]$

$$
u_{n}(t) \rightarrow u(t) \quad \text { in }\left\{\begin{array}{lll}
C^{1, \gamma}(\Omega) & \text { for } \quad 0<\gamma<\frac{1}{2} & \text { if } \quad N=1  \tag{3.8}\\
C^{0, \gamma}(\Omega) & \text { for } & 0<\gamma<2-\frac{N}{2}
\end{array} \text { if } \quad N=2,3, ~ \begin{array}{lll} 
\\
L^{q}(\Omega) & \text { for } \quad 0<q<+\infty & \text { if } \quad N=4 \\
L^{q}(\Omega) & \text { for } \quad 0<q<\frac{2 N}{N-4} & \text { if } \quad N \geq 5
\end{array}\right.
$$

In particular, if $N \geq 4$,

$$
\begin{equation*}
u_{n}(t) \rightarrow u(t) \quad \text { a.e. in } \quad \Omega \tag{3.9}
\end{equation*}
$$

up to a subsequence. Since $u_{n}(t) \geq f$ a.e. in $\Omega$ for each $n \in \mathbb{N}$ and $t \in[0, T]$, the fact (3.8)-(3.9) yields that $u(t) \geq f$ a.e. in $\Omega$ for each $t \in[0, T]$. This completes the proof.

When $N=1$, we can improve the convergence result obtained in Theorem 3.1:

Theorem 3.2. Let $N=1$. Let $u$ be the function obtained by Theorem 3.1. Then it holds that $u \in L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right) \cap C^{0, \beta}\left([0, T] ; C^{1, \alpha}(\Omega)\right)$ and

$$
\begin{array}{ll}
u_{n} \rightarrow u & \text { weakly }{ }^{*} \text { in } \quad L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right) \quad \text { as } \quad n \rightarrow \infty \\
u_{n} \rightarrow u \quad \text { in } \quad C^{0, \beta}\left([0, T] ; C^{1, \alpha}(\Omega)\right) \quad \text { as } \quad n \rightarrow \infty \tag{3.11}
\end{array}
$$

for every $\alpha \in\left(0, \frac{1}{2}\right)$ and $\beta \in\left(0, \frac{1-2 \alpha}{8}\right)$. Furthermore $u(\cdot, t) \rightarrow u_{0}$ in $C^{1, \alpha}(\Omega)$ as $t \downarrow 0$.
Proof. Fix $T>0$ and $n \in \mathbb{N}$. To begin with, we shall prove (3.10). By (2.64) we see that $u_{n}$ is uniformly bounded in $L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)$ with respect to $n \in \mathbb{N}$. Since $L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)$ is the dual of $L^{2}\left(0, T ; W^{2,1}(\Omega)\right)$, Banach-Alaoglu's Theorem asserts that $u_{n}$ subconverges to $u$ weakly* in $L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)$. In particular, combining (2.64) with

$$
\|u\|_{L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)} \leq \liminf _{n \rightarrow+\infty}\left\|u_{n}\right\|_{L^{2}\left([0, T] ; W^{2, \infty}(\Omega)\right)}
$$

we observe that $u \in L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right)$.
Next we prove (2.64). In the sequel we let $\Omega=(0, L)$. Let us define the function $g:=$ $u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)$. Since $g \in H_{0}^{2}(\Omega)$ for each $t_{1}, t_{2} \in[0, T]$ with $t_{1}<t_{2}$, we have

$$
\begin{equation*}
\int_{\Omega}\left(g^{\prime}(x)\right)^{2} d x=-\int_{\Omega} g(x) g^{\prime \prime}(x) d x \leq\|g\|_{L^{2}(\Omega)}\left\|g^{\prime \prime}\right\|_{L^{2}(\Omega)} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(g^{\prime}(x)\right)^{2}=\int_{0}^{x}\left\{\left(g^{\prime}(x)\right)^{2}\right\}^{\prime} d x \leq 2\left\|g^{\prime}\right\|_{L^{2}(\Omega)}\left\|g^{\prime \prime}\right\|_{L^{2}(\Omega)} \tag{3.13}
\end{equation*}
$$

Then (3.12) and (3.13) yield

$$
\begin{equation*}
\left\|g^{\prime}\right\|_{L^{\infty}(\Omega)} \leq \sqrt{2}\left\|g^{\prime \prime}\right\|_{L^{2}(\Omega)}^{\frac{3}{4}}\|g\|_{L^{2}(\Omega)}^{\frac{1}{4}} \tag{3.14}
\end{equation*}
$$

Since $\left\|g^{\prime \prime}\right\|_{L^{2}(\Omega)} \leq 2 \sup _{i, n}\left\|u_{i, n}^{\prime \prime}\right\|_{L^{2}(\Omega)}$, we observe from (3.5) that

$$
\left\|g^{\prime}\right\|_{L^{\infty}(\Omega)} \leq \sqrt{2}\left(2 \sqrt{2 E\left(u_{0}\right)}\right)^{\frac{3}{4}}\|g\|_{L^{2}(\Omega)}^{\frac{1}{4}}
$$

Then, by (3.4), we obtain

$$
\begin{equation*}
\left\|\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{2}\right)-\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{1}\right)\right\|_{L^{\infty}(\Omega)} \leq 2^{\frac{13}{8}} \sqrt{E\left(u_{0}\right)}\left(t_{2}-t_{2}\right)^{\frac{1}{8}} \tag{3.15}
\end{equation*}
$$

Moreover, by the Mean Value Theorem, there exists $\bar{x} \in \Omega$ such that

$$
g(\bar{x})=\frac{1}{L} \int_{0}^{L} g(x) d x
$$

and then

$$
|g(x)| \leq|g(x)-g(\bar{x})|+|g(\bar{x})| \leq L\left\|g^{\prime}\right\|_{L^{\infty}(\Omega)}+\frac{1}{\sqrt{L}}\|g\|_{L^{2}(\Omega)}
$$

for each $x \in[0, L]$. Thus, by (3.4) and (3.15), we find

$$
\begin{equation*}
\left\|u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)\right\|_{L^{\infty}(\Omega)} \leq 2^{\frac{13}{8}} L \sqrt{E\left(u_{0}\right)}\left(t_{2}-t_{1}\right)^{\frac{1}{8}}+\sqrt{\frac{E\left(u_{0}\right)}{L}}\left(t_{2}-t_{1}\right)^{\frac{1}{2}} \tag{3.16}
\end{equation*}
$$

$$
\leq 4 L \sqrt{E\left(u_{0}\right)}\left(1+\frac{T^{\frac{3}{8}}}{4 \sqrt{L}}\right)\left(t_{2}-t_{1}\right)^{\frac{1}{8}}
$$

Furthermore, for each $\alpha \in\left(0, \frac{1}{2}\right)$, we have

$$
\begin{equation*}
\left|g^{\prime}\right|_{\alpha}:=\sup \left\{\left.\frac{\left|g^{\prime}(x)-g^{\prime}(y)\right|}{|x-y|^{\alpha}} \right\rvert\, x, y \in \Omega, x \neq y\right\} \leq\left|g^{\prime}\right|_{\frac{1}{2}}^{2 \alpha}\left(2\left\|g^{\prime}\right\|_{L^{\infty}(\Omega)}\right)^{1-2 \alpha} \tag{3.17}
\end{equation*}
$$

Using Morrey's inequality, it is followed from (3.5) that

$$
\left|\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{2}\right)-\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{1}\right)\right|_{\frac{1}{2}} \leq K_{M}\left\|\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{2}\right)-\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{1}\right)\right\|_{H^{1}(\Omega)} \leq 2 K_{M} C_{0} \sqrt{E\left(u_{0}\right)},
$$

where $K_{M}$ denotes the constant of Morrey's inequality. Then, from (3.15) and (3.17), we deduce that

$$
\begin{equation*}
\left|\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{2}\right)-\frac{\partial u_{n}}{\partial x}\left(\cdot, t_{1}\right)\right|_{\alpha} \leq 2 \sqrt{E\left(u_{0}\right)}\left(K_{M} C_{0}\right)^{2 \alpha}\left(1+\frac{T^{\frac{3}{8}}}{4 \sqrt{L}}\right)^{1-2 \alpha}\left(t_{2}-t_{1}\right)^{\frac{1-2 \alpha}{8}} \tag{3.18}
\end{equation*}
$$

Therefore it follows from (3.15), (3.16), and (3.18), that for every $\alpha \in\left(0, \frac{1}{2}\right), u_{n}$ is uniformly equicontinuous with respect to the $C^{1, \alpha}(\Omega)$-norm topology and that

$$
\begin{equation*}
\left\|u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)\right\|_{C^{1, \alpha}(\Omega)} \leq C\left(t_{2}-t_{1}\right)^{\frac{1-2 \alpha}{8}} \tag{3.19}
\end{equation*}
$$

for some $C\left(L, E\left(u_{0}\right), \alpha, T\right)>0$. We then obtain (3.11) by applying the Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3.1]). Finally, since

$$
\left\|u_{n}(\cdot, t)-u_{n}\left(\cdot, t_{1}\right)\right\|_{C^{1, \alpha}(\Omega)} \rightarrow 0 \quad \text { as } \quad t \rightarrow t_{1}
$$

we obtain the conclusion by selecting $t_{1}=0$.
When $N=2$, 3, we can also improve the result obtained in Theorem 3.1:
Theorem 3.3. Let $N=2$, 3. Let $u$ be the function obtained by Theorem 3.1. Then it holds that $u \in L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right) \cap C^{0, \beta}\left([0, T] ; C^{0, \gamma}(\Omega)\right)$ and

$$
\begin{array}{ll}
u_{n} \rightarrow u & \text { weakly* in } \quad L^{2}\left(0, T ; W^{2, \infty}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty \\
u_{n} \rightarrow u \quad \text { in } \quad C^{0, \beta}\left([0, T] ; C^{0, \gamma}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty \tag{3.21}
\end{array}
$$

for every

$$
0<\beta<\left(\frac{1}{2}-\frac{N}{8}\right)\left(1-\frac{\gamma}{2-N / 2}\right), \quad 0<\gamma<2-\frac{N}{2}
$$

Furthermore $u(\cdot, t) \rightarrow u_{0}$ in $C^{0, \gamma}(\Omega)$ as $t \downarrow 0$.
Proof. Let $N=2$, 3. Fix $T>0$ and $n \in \mathbb{N}$. To begin with, the convergence (3.20) follows from the same line as in the proof of (3.10). In the sequel, we shall prove (3.21). For each $t_{1}$, $t_{2} \in[0, T]$ with $t_{1}<t_{2}$, set

$$
g(x):=u_{n}\left(x, t_{2}\right)-u_{n}\left(x, t_{1}\right)
$$

By (3.4), we have already known

$$
\begin{equation*}
\|g\|_{L^{2}(\Omega)} \leq\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}}\left(t_{2}-t_{1}\right)^{\frac{1}{2}} \tag{3.22}
\end{equation*}
$$

Since (2.8) asserts that

$$
\|g\|_{H_{0}^{2}(\Omega)} \leq 2\left(2 E\left(u_{0}\right)\right)^{\frac{1}{2}},
$$

combining this with (3.22) and the interpolation inequality

$$
\begin{equation*}
\|g\|_{L^{\infty}(\Omega)} \leq C\|g\|_{L^{2}(\Omega)}^{1-\frac{N}{4}}\|g\|_{H_{0}^{2}(\Omega)}^{\frac{N}{4}} \tag{3.23}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\|g\|_{L^{\infty}(\Omega)} \leq C\|g\|_{L^{2}(\Omega)}^{1-\frac{N}{4}} \leq C\left(t_{2}-t_{1}\right)^{\frac{1}{2}-\frac{N}{8}} \tag{3.24}
\end{equation*}
$$

where the constant $C$ is independent of $n$. For each $\gamma \in(0,2-N / 2)$, we obtain

$$
|g|_{\gamma}:=\sup \left\{\left.\frac{|g(x)-g(y)|}{|x-y|^{\gamma}} \right\rvert\, x, y \in \Omega, x \neq y\right\} \leq|g|_{2-N / 2}^{\gamma /(2-N / 2)}\left(2\|g\|_{L^{\infty}(\Omega)}\right)^{1-\frac{\gamma}{2-N / 2}} .
$$

Since it follows from Sobolev's embedding theorem that

$$
\|g\|_{C^{0,2-N / 2}(\Omega)} \leq C\|g\|_{H_{0}^{2}(\Omega)} \leq C E\left(u_{0}\right)^{\frac{1}{2}}
$$

we get

$$
\begin{equation*}
|g|_{\gamma} \leq C\left(t_{2}-t_{1}\right)^{\left(\frac{1}{2}-\frac{N}{8}\right)\left(1-\frac{\gamma}{2-N / 2}\right)} \tag{3.25}
\end{equation*}
$$

Therefore we deduce from (3.24) and (3.25) that $u_{n}$ is uniformly equicontinuous with respect to the $C^{0, \gamma_{-}}$norm topology for each $\gamma \in(0,2-N / 2)$, and that

$$
\begin{equation*}
\left\|u_{n}\left(\cdot, t_{2}\right)-u_{n}\left(\cdot, t_{1}\right)\right\|_{C^{0, \gamma}(\Omega)} \leq C\left(t_{2}-t_{1}\right)^{\left(\frac{1}{2}-\frac{N}{8}\right)\left(1-\frac{\gamma}{2-N / 2}\right)} \tag{3.26}
\end{equation*}
$$

for some constant $C=C\left(\Omega, E\left(u_{0}\right), \gamma, T\right)>0$. By the Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3.1]), we get (3.21). Finally, since

$$
\left\|u_{n}(\cdot, t)-u_{n}\left(\cdot, t_{1}\right)\right\|_{C^{0, \gamma}(\Omega)} \rightarrow 0 \quad \text { as } \quad t \rightarrow t_{1}
$$

we obtain the conclusion by selecting $t_{1}=0$.
Regarding the piecewise constant interpolation $\tilde{u}_{n}$ for $\left\{u_{i, n}\right\}$ defined in Definition 1.3, we can verify the following:

Lemma 3.1. Let $\tilde{u}_{n}$ be the piecewise constant interpolation of $\left\{u_{i, n}\right\}$. If $N=1$, then

$$
\begin{equation*}
\tilde{u}_{n} \rightarrow u \quad \text { in } \quad L^{\infty}\left([0, T] ; C^{1, \gamma}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty \tag{3.27}
\end{equation*}
$$

for every $\gamma \in(0,1 / 2)$, where $u$ is the function obtained in Theorem 3.1. If $N=2,3$, then

$$
\begin{equation*}
\tilde{u}_{n} \rightarrow u \quad \text { in } \quad L^{\infty}\left([0, T] ; C^{0, \gamma}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty \tag{3.28}
\end{equation*}
$$

for every $\gamma \in(0,2-N / 2)$. Furthermore, for any $N \geq 1$, it holds that

$$
\begin{equation*}
\Delta \tilde{u}_{n} \rightharpoonup \Delta u \quad \text { in } \quad L^{2}\left(0, T ; L^{2}(\Omega)\right) \quad \text { as } \quad n \rightarrow+\infty . \tag{3.29}
\end{equation*}
$$

Proof. By (2.8) we see that $\tilde{u}_{n} \in L^{\infty}\left([0, T] ; H_{0}^{2}(\Omega)\right)$. Since $N \leq 3$, Proposition 2.1 implies that

$$
\tilde{u}_{n} \in\left\{\begin{array}{lll}
L^{\infty}\left([0, T] ; C^{1, \gamma}(\Omega)\right) & \text { for } \quad 0<\gamma<\frac{1}{2} & \text { if } \quad N=1 \\
L^{\infty}\left([0, T] ; C^{0, \gamma}(\Omega)\right) & \text { for } \quad 0<\gamma<2-\frac{N}{2} & \text { if } \quad N=2,3
\end{array}\right.
$$

Then, along the same line as in the proof of Theorem 3.1 , we verify that $\tilde{u}_{n}(t)$ converges to a function $\tilde{u}(t)$, with $\tilde{u}(x, t) \geq f(x)$ in $\Omega$, for each $t \in[0, T]$ in $C^{1, \gamma}(\Omega)$ if $N=1$ and $C^{0, \gamma}(\Omega)$ if $N=2,3$.

We shall show that $\tilde{u}$ coincides with $u$ which is obtained as the limit of $u_{n}$. Let us fix $t \in[0, T]$ arbitrarily. Then there exists a sequence of intervals $\left\{\left[\left(i_{n}-1\right) \tau_{n}, i_{n} \tau_{n}\right)\right\}_{n \in \mathbb{N}}$ such that $t \in\left[\left(i_{n}-1\right) \tau_{n}, i_{n} \tau_{n}\right)$ for each $n \in \mathbb{N}$. Recalling Definitions 1.2-1.3, if $N=1$, we observe from (3.19) that

$$
\begin{aligned}
\left\|\tilde{u}_{n}(t)-u_{n}(t)\right\|_{C^{1, \gamma}(\Omega)} & =\left\|u_{i, n}-u_{n}(t)\right\|_{C^{1, \gamma}(\Omega)} \\
& =\left\|u_{n}\left(i_{n} \tau_{n}\right)-u_{n}(t)\right\|_{C^{1, \gamma}(\Omega)} \\
& \leq C\left(i_{n} \tau_{n}-t\right)^{\frac{1-2 \gamma}{8}} \leq C \tau_{n}^{\frac{1-2 \gamma}{8}} \rightarrow 0 \quad \text { as } \quad n \rightarrow+\infty
\end{aligned}
$$

and if $N=2$, 3 , we deduce from (3.26) that

$$
\begin{aligned}
\left\|\tilde{u}_{n}(t)-u_{n}(t)\right\|_{C^{0, \gamma}(\Omega)} & =\left\|u_{n}\left(i_{n} \tau_{n}\right)-u_{n}(t)\right\|_{C^{0, \gamma}(\Omega)} \\
& \leq C \tau_{n}^{\left(\frac{1}{2}-\frac{N}{8}\right)\left(1-\frac{\gamma}{2-N / 2}\right)} \rightarrow 0 \quad \text { as } \quad n \rightarrow+\infty
\end{aligned}
$$

Hence we obtain (3.27) and (3.28).
Finally we prove (3.29). It follows from Definitions 1.2 and 1.3 that

$$
u_{n}(x, t)-\tilde{u}_{n}(x, t)=\frac{1}{\tau_{n}}\left(t-i \tau_{n}\right)\left(u_{i, n}(x)-u_{i-1, n}(x)\right)
$$

so that,

$$
\begin{align*}
& \frac{1}{2} \sup _{t \in[0, T]} \int_{\Omega}\left|u_{n}(x, t)-\tilde{u}_{n}(x, t)\right|^{2} d x  \tag{3.30}\\
& \quad \leq \sum_{i=1}^{n} \sup _{t \in\left[(i-1) \tau_{n}, i \tau_{n}\right]} \frac{\left(t-i \tau_{n}\right)^{2}}{\tau_{n}} \int_{\Omega} \frac{1}{2 \tau_{n}}\left(u_{i, n}(x)-u_{i-1, n}(x)\right)^{2} d x \\
& \quad \leq \tau_{n} \sum_{i=1}^{n}\left(E\left(u_{i-1, n}\right)-E\left(u_{i, n}\right)\right) \\
& \quad=\tau_{n}\left(E\left(u_{0}\right)-E\left(u_{n, n}\right)\right) \leq \tau_{n} E\left(u_{0}\right) \rightarrow 0 \quad \text { as } \quad n \rightarrow+\infty
\end{align*}
$$

Then we observe that for any $\varphi \in C_{c}^{\infty}(\Omega)$

$$
\int_{0}^{T} \int_{\Omega}\left(\Delta u_{n}-\Delta \tilde{u}_{n}\right) \varphi d x d t=\int_{0}^{T} \int_{\Omega}\left(u_{n}-\tilde{u}_{n}\right) \Delta \varphi d x d t \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Let us define $\mu_{n}$ as

$$
\begin{equation*}
\mu_{n}(t)=\mu_{i, n} \quad \text { if } \quad t \in\left[(i-1) \tau_{n}, i \tau_{n}\right) \tag{3.31}
\end{equation*}
$$

Proof of Theorem 1.1. Let $u$ be the function in Theorem 3.1. To begin with, we prove that $u$ is a weak solution of (P). Since $u_{i, n}$ and $V_{i, n}$ satisfy

$$
\int_{\Omega}\left[V_{i, n}\left(\varphi-u_{i, n}\right)+\Delta u_{i, n} \Delta\left(\varphi-u_{i, n}\right)\right] d x \geq 0
$$

for any $\varphi \in K$, we observe that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega}\left[V_{n}\left(w-\tilde{u}_{n}\right)+\Delta \tilde{u}_{n} \Delta\left(w-\tilde{u}_{n}\right)\right] d x d t \\
& \quad=\sum_{i=1}^{n} \int_{(i-1) \tau_{n}}^{i \tau_{n}} \int_{\Omega}\left[V_{i, n}\left(w-u_{i, n}\right)+\Delta u_{i, n} \Delta\left(w-u_{i, n}\right)\right] d x d t \geq 0
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left[V_{n} w+\Delta \tilde{u}_{n} \Delta w\right] d x d t \geq \int_{0}^{T} \int_{\Omega}\left[V_{n} \tilde{u}_{n}+\left|\Delta \tilde{u}_{n}\right|^{2}\right] d x d t \quad \text { for all } \quad w \in \mathcal{K} \tag{3.32}
\end{equation*}
$$

It follows from (3.6) that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} V_{n} w d x d t \rightarrow \int_{0}^{T} \int_{\Omega} u_{t} w d x d t \quad \text { as } \quad n \rightarrow+\infty \tag{3.33}
\end{equation*}
$$

Moreover Lemma 3.1 gives us that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \Delta \tilde{u}_{n} \Delta w d x d t \rightarrow \int_{0}^{T} \int_{\Omega} \Delta u \Delta w d x d t \quad \text { as } \quad n \rightarrow+\infty \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \int_{0}^{T} \int_{\Omega}\left|\Delta \tilde{u}_{n}\right|^{2} d x d t \geq \int_{0}^{T} \int_{\Omega}|\Delta u|^{2} d x d t \tag{3.35}
\end{equation*}
$$

Combining (3.2) with (3.30), we have

$$
\begin{equation*}
\tilde{u}_{n} \rightarrow u \quad \text { as } \quad n \rightarrow+\infty \quad \text { in } \quad L^{2}\left(0, T ; L^{2}(\Omega)\right) . \tag{3.36}
\end{equation*}
$$

Then (3.6) and (3.36) imply that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} V_{n} \tilde{u}_{n} d x d t \rightarrow \int_{0}^{T} \int_{\Omega} u_{t} u d x d t \quad \text { as } \quad n \rightarrow+\infty \tag{3.37}
\end{equation*}
$$

e.g., see [27], Proposition 23.9. By virtue of (3.32)-(3.35) and (3.37), we assert that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left[u_{t}(w-u)+\Delta u \Delta(w-u)\right] d x d t \geq 0 \quad \text { for all } \quad w \in \mathcal{K} \tag{3.38}
\end{equation*}
$$

i.e., $u$ is a weak solution of $(\mathrm{P})$.

For any $\varphi \in C_{c}^{\infty}(\Omega \times(0, T))$ with $\varphi \geq 0$, we verify that $w:=u+\varphi \in \mathcal{K}$. Hence it follows from (3.38) that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left[u_{t}(x, t) \varphi(x, t)+\Delta u(x, t) \Delta \varphi(x, t)\right] d x d t \geq 0 \tag{3.39}
\end{equation*}
$$

Since $\varphi$ is arbitrary, (3.39) implies that

$$
\begin{equation*}
u_{t}(x, t)+\Delta^{2} u(x, t) \geq 0 \quad \text { a.e. in } \quad \Omega \times(0, T), \tag{3.40}
\end{equation*}
$$

where $\Delta^{2} u$ is written in the sense of distribution. Moreover, the regularity of $u$ follows from Theorems 3.1-3.3.

We now prove (1.7). By (3.31) and Theorem 2.3, we observe that

$$
\begin{align*}
\left\|\mu_{n}\right\|_{L^{2}([0, T] ; \mathcal{M}(\Omega))} & :=\int_{0}^{T}\left(\int_{\Omega} d \mu_{n}\right)^{2} d t  \tag{3.41}\\
& =\sum_{i=1}^{n} \int_{(i-1) \tau_{n}}^{i \tau_{n}}\left(\int_{\Omega} d \mu_{i, n}\right)^{2} d t=\tau_{n} \sum_{i=1}^{n} \mu_{i, n}(\Omega)^{2}<C .
\end{align*}
$$

This implies that

$$
\mu_{n} \rightharpoonup \bar{\mu} \quad \text { weakly in } \quad L^{2}(0, T ; \mathcal{M}(\Omega))
$$

up to a subsequence. Setting

$$
\mu:=u_{t}+\Delta^{2} u
$$

we observe from (3.40) that $\mu$ is a measure on $\Omega \times(0, T)$, and there holds $\bar{\mu}=\mu$ by uniqueness of the limit. Since $\mu_{n}$ converges to $\mu$ weakly in $L^{2}(0, T ; \mathcal{M}(\Omega))$, it follows from (3.41) that

$$
\|\mu\|_{L^{2}(0, T ; \mathcal{M}(\Omega))} \leq \liminf _{n \rightarrow \infty}\left\|\mu_{n}\right\|_{L^{2}(0, T ; \mathcal{M}(\Omega))} \leq C
$$

This is equivalent to (1.7), and implies that $\mu$ is a positive Radon measure on $\Omega$ for a.e. $t \in(0, T)$.
Finally, when $N \leq 3$, we prove that $u$ satisfies the problem (P) in the sense of distribution. To prove this assertion, it is sufficient to show that, if $u>f$, then $u_{t}+\Delta^{2} u=0$ holds. Let us set

$$
\mathcal{N}:=\{(x, t) \in \Omega \times(0, T): u(x, t)>f(x)\} .
$$

Since $u$ is continuous in $\Omega \times(0, T)$ by Theorems 3.2 and $3.3, \mathcal{N}$ is an open set, so that, for any $\left(x^{0}, t^{0}\right) \in \mathcal{N}$, there exist $\delta>0$ and a neighborhood $W \times\left(t_{1}, t_{2}\right)$ of $\left(x^{0}, t^{0}\right)$ such that

$$
\begin{equation*}
u(x, t)-f(x)>\delta \quad \text { in } \quad W \times\left(t_{1}, t_{2}\right) \tag{3.42}
\end{equation*}
$$

Lemma 3.1 implies that there exists a number $N>0$ such that

$$
\tilde{u}_{n}(x, t)>u(x, t)-\frac{\delta}{2} \text { in } W \times\left(t_{1}, t_{2}\right) \text { for any } n>N .
$$

Combining this with (3.42), we have, for any $n>N$,

$$
\begin{equation*}
\tilde{u}_{n}(x, t)>f(x)+\frac{\delta}{2} \quad \text { in } \quad W \times\left(t_{1}, t_{2}\right) . \tag{3.43}
\end{equation*}
$$

Let $\zeta \in C_{0}^{\infty}\left(W \times\left(t_{1}, t_{2}\right)\right)$ with $0 \leq \zeta \leq \delta / 2$. Then (3.43) asserts that

$$
\psi(x, t):=\tilde{u}_{n}(x, t)-\zeta(x, t) \in K \quad \text { for each } \quad t \in[0, T] .
$$

Taking this $\psi$ as $\varphi$ in (2.81) and integrating it with respect to $t$ on $(0, T)$, we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \Delta u_{i, n}(x) \zeta(x, t) d x d t \leq-\int_{0}^{T} \int_{\Omega} V_{i, n}(x) \zeta(x, t) d x d t \tag{3.44}
\end{equation*}
$$

From the definition (3.31), the inequality can be reduced to

$$
\begin{equation*}
\sum_{i=1}^{n} \int_{(i-1) \tau_{n}}^{i \tau_{n}} \int_{\Omega} \zeta(x, t) d \mu_{n} d t \leq 0 \tag{3.45}
\end{equation*}
$$

Since $\mu_{n} \geq 0$, we see that the integral in (3.45) must be equal to 0, i.e.,

$$
\begin{equation*}
\mu_{n}\left(W \times\left(t_{1}, t_{2}\right)\right)=0 \tag{3.46}
\end{equation*}
$$

It follows from (3.41) that

$$
\left\|\mu_{n}\right\|_{\mathcal{M}(\Omega \times(0, T))}:=\int_{0}^{T} \int_{\Omega} d \mu_{n} d t<C
$$

Thus we deduce that $\mu_{n}$ converges to $\mu_{t}$ weakly in $\mathcal{M}(\Omega \times(0, T))$, i.e.,

$$
\int_{0}^{T} \int_{\Omega} \varphi(x, t) d \mu_{n} d t \rightarrow \int_{0}^{T} \int_{\Omega} \varphi(x, t) d \mu d t
$$

for any $\varphi \in C_{0}^{\infty}(\Omega \times(0, T))$. This fact also yields that

$$
\begin{equation*}
\|\mu\|_{\mathcal{M}(\Omega \times(0, T))} \leq \liminf _{n \rightarrow+\infty}\left\|\mu_{n}\right\|_{\mathcal{M}(\Omega \times(0, T))} \tag{3.47}
\end{equation*}
$$

Combining (3.46) with (3.47), we conclude that

$$
\begin{equation*}
\mu\left(W \times\left(t_{1}, t_{2}\right)\right)=0 \tag{3.48}
\end{equation*}
$$

which completes the proof.

## References

[1] R.A. Adams and J.J.F. Fournier, Sobolev spaces, Pure and Applied Mathematics 140, Academic Press, Amsterdam, 2003.
[2] S. Agmon, A. Douglis and L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions. I, Comm. Pure Appl. Math. 12 (1959) 623-727.
[3] L. Ambrosio, Minimizing movements, Rend. Accad. Naz. Sci. XL Mem. Mat. Appl. (5) 19 (1995), 191-246.
[4] L. Ambrosio, N. Gigli, and G. Savarè, Gradient Flow, Birkhäuser, 2008.
[5] G. Barbatis, Explicit estimates on the fundamental solution of higher-order parabolic equations with measurable coefficients, J. Differential Equations 174 (2001), 442-463.
[6] H. Brezis, Opérateurs Maximaux Monotones et Semi-groupes de Contractions dans les Espaces de Hilbert, North-Holland, Amsterdam/London, 1973.
[7] H. Brezis and G. Stampacchia, Remarks on some fourth order variational inequalities, Ann. Sc. Norm. Super. Pisa Cl. Sci. 2 (1977), 363-371.
[8] L. A. Caffarelli, The obstacle problem revisited, Jour. Fourier Anal. Appl. 4 (1998), no. 4-5, 383-402.
[9] L. A. Caffarelli and A. Friedman, The obstacle problem for the biharmonic operator, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 6 (1979), 151-184.
[10] L. A. Caffarelli, A. Friedman and A. Torelli, The two-obstacle problem for the biharmonic operator, Pacific J. Math. 103 (1982), no. 2, 325-335.
[11] G. Caristi and E. Mitidieri, Existence and nonexistence of global solutions of higher-order parabolic problems with slow decay initial data, J. Math. Anal. Appl. 279 (2003), 710-722.
[12] L. A. Caffarelli, A. Petrosyan and H. Shahgholian, Regularity of a free boundary in parabolic potential theory, J. Amer. Math. Soc. 17 (2004), no. 4, 827-869.
[13] J. W. Cholewa and A. Rodriguez-Bernal, Linear and semilinear higher order parabolic equations in $\mathbb{R}^{N}$, Nonlinear Anal. 75 (2012), 194-210.
[14] C. Elliott and B. Stinner, Modeling and computation of two phase geometric biomembranes using surface finite elements, J. Comput. Phys. 229 (2010), no. 18, 6585-6612.
[15] J. Frehse, On the regularity of the solution of the biharmonic variational inequality, Manuscripta Math. 9 (1973), 91-103.
[16] F. Gazzola, On the moments of solutions to linear parabolic equations involving the biharmonic operator, Discrete Contin. Dyn. Syst. 33 (2013), no. 8, 3583-3597.
[17] F. Gazzola and H.-C. Grunau, Eventual local positivity for a biharmonic heat equation in $\mathbb{R}^{n}$, Discrete Contin. Dyn. Syst. Ser. S 1 (2008), no. 1, 83-87.
[18] F. Gazzola, H.-C. Grunau, G. Sweers, Polyharmonic boundary value problems. Positivity preserving and nonlinear higher order elliptic equations in bounded domains, Lecture Notes in Mathematics 1991, Springer-Verlag, Berlin, 2010.
[19] V. A. Galaktionov and P. J. Harwin, Non-uniqueness and global similarity solutions for a higher-order semilinear parabolic equation, Nonlinearity 18 (2005), 717-746.
[20] V. A. Galaktionov and S. I. Pohozaev, Existence and blow-up for higher-order semilinear parabolic equations: majorizing order-preserving operators, Indiana Univ. Math. J. 51 (2002), no. 6, 1321-1338.
[21] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer, 1998.
[22] N. S. Landkof, Foundations of Modern Potential Theory, Springer-Verlag, New York, 1972.
[23] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The limit case. I., Rev. Mat. Iber. 1 (1985), no. 1, 145-201.
[24] B. Schild, On the coincident set in biharmonic variational inequalities with thin obstacle, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 13 (1986), no.4, 559-616.
[25] L. Schwartz, Théorie des Distributions, Herman, Paris, 1957.
[26] C. Baiocchi, F. Gastaldi and F. Tomarelli, Some existence results on noncoercive variational inequalities, Ann. Sc. Norm. Super. Pisa Cl. Sci. (4) 13 (1986), no.4, 617-659.
[27] E. Zeidler, Nonlinear Functional Analysis and its Applications, Linear Monotone Operators, Springer, 1990.

