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Abstract

Let �����	��
�� �������� be a given positively one-homogeneous convex function,
and let �������������! #" . Motivated by motion by crystalline mean curvature in
three dimensions, we introduce and study the class $%�'&(�	�*) of “smooth” bound-
aries in the relative geometry induced by the ambient Banach space &+� � �,�') . One
can realize that, even when � � is a polytope, $ � &(�	�*) cannot be reduced to the
class of polyhedral boundaries (locally resembling -'� � ). Curved portions must
be necessarily included and this fact (as well as the nonsmoothness of -'� � ) is
source of several technical difficulties, related to the geometry of Lipschitz mani-
folds. Given a boundary -'. in the class $ � &(�/�*) , we rigorously compute the first
variation of the corresponding anisotropic perimeter, which leads to a variational
problem on vector fields defined on -0. . It turns out that the minimizers have a
uniquely determined (intrinsic) tangential divergence on -'. . We define such a di-
vergence to be the � -mean curvature 1'� of -0. ; the function 10� is expected to be
the initial velocity of -'. , whenever -'. is considered as the initial datum for the
corresponding anisotropic mean curvature flow. We prove that 12� is bounded on-'. and that its sublevel sets are characterized through a variational inequality.

1. Introduction

Motion by crystalline mean curvature describes the interface evolution ob-
tained as gradient flow of a surface energy functional 34� having a crystalline den-
sity with respect to the usual perimeter. This means that, denoting by 56
7-'.8&95:)
the evolving front, the flow tries to reduce as fast as possible the value of 3 � &(.8&(5:):) ,
where 3;�0&+.8&95:)<)=����>@?BA/CED9FG�'HI&+J A4CKD9F )ML#N �@OQP#R
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Here J A/CKD9F is the outward euclidean unit normal to -'.8&95:) and � H (the surface
tension) is a positively one homogeneous function such that � H� ���S�T� H �U #" is
a convex polytope of � � containing the origin in its interior. The term crystalline
refers to the fact that the convex body � H� is faceted.

This evolution provides a simplified model for describing several phenomena
in material science and crystal growth, see for instance [12], [13], [28], [23], [32].
It also represents an extreme example of anisotropic geometric flow, being the set� H� neither strictly convex nor of class VXW . The mathematical analysis of this prob-
lem begun with the works of J. Taylor [28], [27], [30], [31] and received a certain
attention in the last few years [2], [11], [1], [20], [17], [33]. In comparison with
more familiar geometric evolutions (such as motion by mean curvature) it presents
additional difficulties, due to the lack of regularity both of the involved operators
and of the flowing interfaces. These obstructions, which at a first sight are of tech-
nical nature, reveal that the study of the geometric properties of hypersurfaces in
a finite dimensional Banach space endowed with a crystalline metric cannot easily
be reduced to more regular situations.

The simplest (even if not realistic) model is in YZ�\[ space dimensions, when
the interface is a closed curve. In this case several results have been proved: in
particular, the class of curves which are admissible as “regular” initial data for the
evolution is characterized. The structure of a curve in this class is the following: if
we denote by �]� the Wulff shape (that is �]�^�_�`�����S #" , where � is the dual
function of � H ), a closed Lipschitz curve is admissible if it is a sequence of seg-
ments (with a precise order) which are parallel to some edge of -'���a�b�T�%�U c"
and of segments or arcs which correspond to vertices of -'� � [31], [25], [21],
[26], [22], [18], [19], [4]. In addition, a local in time existence theorem for “reg-
ular” evolutions holds: each segment corresponding to an edge of -'� � translates
parallely to itself (with a suitable velocity), while the remaining segments or arcs
have zero velocity. It is important to remark that the admissibility properties of
the curve, in relation with the geometry of -'� � , remain unchanged during this
evolution. Finally, a comparison principle holds, and therefore the flow is uniquely
determined [19].

The physical case is however in three space dimensions, where the situation
is much more complicated. In this case, one of the crucial mathematical prob-
lems, which to the best knowledge of the authors is still open, is the short time
existence of a “smooth” flow. Some examples can enlighten the difficulties re-
lated to such a kind of result. In [6] two explicit crystalline evolutions of surfaces
are constructed. In both the examples, the initial surfaces are polyhedral and their
facets correspond to facets of the Wulff shape. The first example is completely
rigorous, and shows that, at the initial time of the evolution, some facet can sub-
divide into smaller facets (facet-breaking phenomenon) and therefore new facets
may appear. By means of a comparison argument [5], one can also show that the
computed evolution is the unique crystalline evolution of the given initial surface.
The second example, which is not completely rigorous, but is confirmed by sev-
eral numerical simulations performed with different methods [24], [29] suggests
that some facets can instantly curve. This unexpected phenomenon has some in-
teresting consequences, which influence the approach to the crystalline evolution
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problem in 3D. For instance, it shows that the preferred set of directions, corre-
sponding to the orientation of the facets of -'�]� , is not preserved during the evo-
lution: indeed, new directions outside of the preferred set may appear. In addition,
one infers that the class of polyhedral surfaces (compatible with the geometry of-'� � ) is a too restricted class where looking for an existence result for crystalline
evolutions. We remark that, in any case, the evolutions of the two examples should
be regarded as “regular” crystalline evolutions. Summing up, in order to study
crystalline motion by mean curvature, it seems that some preliminary steps are
necessary. A first step is to have a reasonable definition of the class of crystalline
“regular” surfaces. Given a set . in this class, another step is to understand which
is the initial velocity field on -'. , in particular which are its singularities (which
could be interpreted as the breaking regions). Finally, it is natural to investigate
whether the class of regular surfaces is stable or not under motion by crystalline
mean curvature.

The above arguments are the motivations for the stationary problem studied in
the present paper. We first introduce the class $ � &(�	�*) of compact admissible in-
terfaces, called Lipschitz � -regular sets, which should be considered as the analog
of smooth boundaries in the case of crystalline geometry. The boundary -'. of a
Lipschitz � -regular set . may be polyhedral (with a structure locally resembling
the structure of -'��� ) but may also have curve portions. In addition, we impose
the esistence of a family of normal convex cones d\
feg&9d') (with varying di-
mensions, in connection with the geometry of the Wulff shape) which contains
a continuous section on -'. . The precise requirement is that -'. admits a vector
field Y*���/-'.h
i�	� which is a Lipschitz selection in this family of cones, i.e.Y �ajlk2mon &+-0.8p<�	�M) and Y � &9d0) j e�&9d0) for any d j -'. . If -'� � were smooth and
strictly convex, the vector field Y � would be uniquely determined (since each cone
reduces to a vector at any point of -'. ) and is usually called the Cahn-Hoffman
vector field. A similar class (the so–called � -regular sets) has been introduced in
[5], [6]. Such a class may be, in principle, larger than $ � &(�/�*) , since in that case
the selection Y � is required only to be bounded with bounded divergence. Even
if the local existence theorem is still missing, the class of � -regular sets supports
a uniqueness result, which is obtained as a by-product of an Allen-Cahn type ap-
proximation argument [5]. Several technical reasons in the present paper impose
to require the selection YM� to be Lipschitz: one of these is related to the weak defi-
nition of a suitable divergence operator (see (1)) on a Lipschitz manifold (Remark
42). We stress once again that the definition of Lipschitz � -regularity is a regularity
property in the relative sense of the geometry induced on �4� by the Finsler metric� . For instance, it is easy to see that, in Yq�r[ space dimensions, if we choose�;&9sc)8�_�ht s P t#�bt s W t , the euclidean ball u P &+I)v���w�xd j � W �yt d	t4�! #" does not
admit any vector field z%�X-'u P &({)|
}� W such that &+u P &+I)~�:z�) becomes Lipschitz� -regular.

Fix now a Lipschitz � -regular set &+.a�:Y;�{) j $���&+�	�M) . We introduce a varia-
tional problem on vector fields defined on -'. , whose solution gives the definition
of � -mean curvature of -'. and is expected to describe the initial velocity field of
the evolution problem having -'. as initial datum. More precisely, we propose to
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study the following minimum problem:

mo�@�/��>@?BA &(� mo���I� �c� � ��� ) W � H &+J A )*LcN �GO2P � �hjl� &(-'.ap,� � )T� R (1)

The symbol � &+-0.8p<�	�M) denotes the class of all vector fields ��j��|W &(-'.ap<�	�;)
such that � mo� �I� �c� � � ��j�� Wc&+-'.�) and which satisfy the constraint � &(d0) j eg&(d0)
for N��GOQP –almost every d j -0. . We refer to Section 3 for the precise definition
of the tangential divergence operator appearing in (1), which must be intended
in a weak sense and in the relative geometry induced on -'. by � . Any solution
of problem (1) has the same divergence: if ���/� � denotes a solution of (1), we
are therefore lead in a natural way to define the � -mean curvature 1 � of -'. as1 � �_�q� mE�0�I� � � � �����/� � . Our conjecture is that 1 � represents the effective velocity
of the initial set . (recall that there is uniqueness of the evolution). To substantiate
this conjecture we consider the following arguments. It is well known (see for
instance [10]) that the solution of a parabolic partial differential inclusion of the
form � D jZ� � (where � is a maximal monotone multivalued operator) selects, at
each time, a particular element (the so-called canonical element) which minimizes� � � ����� , i.e. � actually solves � D � ��� � , where ��� d realizes the minimum in  mE� � �¢¡2� W� � � ¡ j£� d2" . This idea has been applied to crystalline evolutions of
graphs by T. Fukui and Y. Giga in [16]. It is not difficult to see [24] that the analog
of this minimum property in our geometric framework is given by (1).

Another remarkable argument which leads to consider problem (1) comes from
the expression of the first variation of the functional 3 � . This computation shows
that the intrinsic perimeter 3/� is reduced with maximal speed when the variation
is performed along the field ¤�1'� � �/� � .

If 10� gives really the initial velocity, its jump set should correspond to the
“fractures” along which new facets appear in the subsequent evolution; moreover,
the regions where 1 � is continuous but not constant should represent the regions of-'. where curving is expected. This is in accordance with the examples computed
in [6].

The plan of the paper is the following. In Section 2 we give some notation, we
recall the main properties of the duality mappings and we define what we mean by
a facet of -'. . In Section 3 we introduce the class $l�0&(� � ) of Lipschitz � -regular
sets (Definition 31). Relations between different definitions of � -regular sets are
briefly illustrated in Remark 32. Given &(.a�<Y � ) j $ � &(�/�M) , one of the first techni-
cal difficulties is that we need to extend Lipschitz vector fields, originally defined
on -'. , in an open neighbourhood of -'. , in a Lipschitz way. This is the content
of Lemma 33. The properties of the level sets of the intrinsic oriented distance
function from -'. and the connection with Y;� are considered in Lemma 34. These
preliminary results are used to define the tangential divergence of a vector field
defined on -0. with respect to � (Definition 41), and to exploit some of its prop-
erties. The weak operator of � -tangential divergence is denoted by � mE� �I� �I� � � . In
principle, it may depend on the choice of the field Y;� , but it turns out that, for all
vector fields of interest in this paper, this is not the case. It must be noted that,
on flat portions of -0. , this divergence coincides with the usual (weak) tangential
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divergence � mE� � . In Proposition 46 and Corollary 47 we prove that, even if for the
same set . there are infinitely many possible choices of the Cahn-Hoffman vector
field Y*� so that &(.8�:Y*�G) becomes Lipschitz � -regular, the definition of � mE� �I� �I� � � as
operator on � -normal vector fields is intrinsic, i.e. does not depend on the choice
of Y � . In Section 5 we compute the first variation of the functional 3 � , thus re-
lating the minimum problem (1) with motion by crystalline mean curvature. The
first variation of 3 � turns out also to be strictly related to the operator � mE�'�I� � � � � .
In Section 6 we are concerned with a minimum problem of the form (1), with an
additional term depending on a given function ¥ . In the evolution problem ¥ plays
the rôle of the forcing term. In Lemma 61 we prove the existence of minimiz-
ers; it is easily seen that their � -tangential divergence is uniquely determined. The
corresponding Euler-Lagrange inequality is computed in (63). We denote by L@�/� �
the tangential divergence of a minimizer ( LG�/� � reduces to 10� in the case ¥¦�U ).
The crucial result proved in Theorem 65 is a reformulation of the Euler-Lagrange
inequality for LI�/� � , by means of an inequality on each of its level sets. A direct
consequence of Theorem 65 is that L{�/� � is a bounded function (Theorem 67). In
particular Lipschitz � -regular sets have bounded � -mean curvature.

In a forthcoming paper [7] we continue the analysis on the structure of Lip-
schitz � -regular sets and, using the result 1 �gj§�|¨ &(-'.�) , we prove that 1 � has
bounded variation on suitable facets © . We also investigate further properties of
the level sets of 1 � on © , in connection with the geometry of the facet of � �
parallel to © .

2. Notation

In the following we denote by ª the standard euclidean scalar product in ���
and by t�ª2t the euclidean norm of �4� , Y�«¬[ . If £®h and d j �	� , we setu°¯{&(d0)y���\� ¡ j �	�Z�0t ¡ ¤Zd	tG±��" .

Given two vectors ²���³ j � � we let ²µ´£³ be the matrix whose entries are&(²a´¶³~)¸·�¹¦�r²G·º³<¹ . If » is a &(Y]¼ZY*) matrix, by »£² (resp. ²@» ) we denote the
vector of components &½»£²@):·6��»¾·_¹x²c¹ (resp. &(²@»q):·6��»Z¹<·½²c¹ ), and ¿,À�» is the
trace of » . Note that ²�´�³|Á��q²@³|ªBÁ for any Á j �/� . With the notation �ÃÂ u
we mean that the set � is compactly contained in u .

The symbol NlÄ denotes the Å -dimensional Hausdorff measure in � � , Å j� ��:Y'Æ .
If .wÇq�	� , we denote by  A the characteristic function of . and by -'. the

topological boundary of . . By k2mon &+-0.È) (resp. k2mon &(-'.ap,�/�M) ) we denote the class
of all Lipschitz functions (resp. vector fields) defined on -'. .

We say that . is Lipschitz if . is open and, for any d j -'. , there exists µ®�
such that u ¯ &9d')2É8-'. is the graph of a Lipschitz function Ê and u ¯ &9d')QÉµ. is the
subgraph of Ê (with respect to a suitable orthogonal coordinate system). If . is
Lipschitz, for N��GO2P -almost every d j -'. we denote by J A &9d') the outward unit
euclidean normal to -'. at d , and by Ë*Ì#-'. the tangent hyperplane to -'. at d .
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Finsler metrics on �	� . We indicate by ���'�	��
�� ��¢���§� a convex function
satisfying the properties

�;&9sc)y«]Í�t s�tK� �;&+²Isc)Î��²@�;&9sc)¢� s j � � �;²µ«��� (2)

for a suitable constant Í j ÆÏ�������� . The function � H ���	�Ð
Ñ� ��¢���§� is defined
as � H &9sIÒB)|���§Ó<Ô n ��sIÒ=ª~s£�°�;&9sc)=�¶ c"4�
and is the dual of � . � and � H are sometimes called Finsler metrics on �4� . We set

�£H� ���\�Bs Ò j � � �{�0Hc&9s Ò )|�\ #"I� � � �_�q�xs j � � �I�;&9sc)6�� c" R
� H� and ��� are compact convex sets whose interior parts contain the origin. By a
facet of -'��� (or of -0� H� ) we always mean a &9Y�¤� T) -dimensional facet.

We say that � is crystalline if �]� is a convex polytope. If � is crystalline, then
also � H� is a convex polytope. � H� is sometimes called the Frank diagram and �]�
the Wulff shape.

Duality mappings. By Ë and Ë H we denote the possibly multivalued mappings
defined by

Ë�&(sc)����q�xs Ò j � � �#s Ò ª�sX�¶�M&(sc) W �Õ&+�'HI&9s Ò ):) W "{� s j � � � (3)Ë H &(s Ò )|���q�xs j � � �cs°ª�s Ò �Õ&+� H &9s Ò ):) W �§�;&9sc) W "I� s Ò j � � �
which are called the duality mappings. One can check that

Ë�&(sc)4�  [*Ö O &+�;&(sc):) W ���;&(sc) Ö O �M&(sc)¢� Ë�&+²Isc)4�§²{Ë�&9sc)~� s j � � �<²8«���
and similarly for Ë H and � H , where Ö O denotes the subdifferential. MoreoverË6�<Ë H are maximal monotone operators, Ë (resp. Ë H ) takes -0��� (resp. -'� H� ) onto-'� H� (resp. onto -0��� ).

Notice that, if s j -'� � , Ë�&9sc) is the intersection of the closed outward normal
cone to -'��� with -'� H� .� -distance function. Given a nonempty set .UÇ��4� and d j �	� , we set

dist � &9d*�,.�)y��� mo�@�×TØ A �M&(d8¤ ¡ )~� dist � &+.a�:d')y�_� mo�@�×TØ A �;& ¡ ¤^d0)¢�
L A � &(d0)y��� dist � &(d*�<.È)	¤ dist � &+� �aÙ .8�:d0) R

The function L A � is therefore the oriented intrinsic distance function negative in-
side . ; note that, since in general � is not symmetric, ¤6L A� does not necessarily

coincide with LcÚ'Û�Ü A� .
At each point d where L A � is differentiable, there holds Ý�L A� &9d') j -0� H� , hence

�'H#&½Ý�L A� )��£ Þ�¿;d*p (4)
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we set J A� &9d')=���¶Ý�L A� &9d')Î� ß�à C Ì F��á C ß à C Ì F9F . As a consequence of (3), at Nl�GO2P -almost
every d j -'. we have

J A� &9d0)4ª¸â��ã ä{â j Ë�H�&½J A� &(d0):) R (5)

If . is Lipschitz we defineå6æ À,�0&(-'.ap,� � )c�¦� � �c-'.ã
¬� � � � &9d0) j Ë H &+J A� &9d0)<) � æ ÀMN �GOQP ¤ÐÞ R çcR d j -'.v"{�k2mon ß � � &+-'.ap<� � )�� k2mon &(-'.ap,� � )2É å6æ À,�0&(-'.ap,� � ) R
Note that if � j å�æ À��0&(-'.ap<�	�*) , then �;& � &9d'):)��Ñ for N��@OQP -almost everyd j -'. . Moreover, if � P � � W j å6æ À��'&(-'.ap,�;�M) , then � P ¤ � W is tangent to -'. ,
since � P ªxJ A� �q �� � W ªxJ A� .

We let LI3 � be the measure supported on -'. with density � H &½J A ) with respect
to N��GO2P , i.e.

LI3	�'&(u�)y�_�¶>@è8�'HI&+J A )*LcN �GO2P ��u\é æ À çxê Ó ç ¿B�;uÃë]-'. R
If . is Lipschitz and ì j�k*mEn &+-'.�) we denote by Ý � ì the euclidean tangential
gradient of ì on -'. , which is defined at Nl�GOQP -almost every point of -'. . If í jk2mon &+-0.8p<�	�*) we denote by � mE��� í the euclidean tangential divergence of í , which
is defined (at N��GO2P -almost every point of -'. ).

In the following, whenever there is no risk of confusion, we often do not in-
dicate the dependence on . of the unit normals J A and J A� , i.e. we set J^���UJ A ,J#�8�_�¶J A� .

3. Lipschitz � -regular sets

Definition 31 Let .Uë��/� be a Lipschitz set with compact boundary. We say that. is Lipschitz � -regular if there exists a vector field Y;� j¶k2mon ß � � &+-0.µp<� � ) . We
denote by $��'&+�;�M) the class of all Lipschitz � -regular sets.

With a little abuse of notation, we sometimes shall write &+.a�:Y	�{) j $��0&(�/�*) ,
and we shall say that &+.a�:YM�@) is Lipschitz � -regular.

Observe that if &+.a�:YM�G) is Lipschitz � -regular, then �;&(YM�@)��Õ everywhere on-'. . The canonical example of Lipschitz � -regular set is given by &(�����:d') .
Remark 32 In [6] it is introduced the class of � -regular sets, whose definition is
different from Definition 31, since Y;� is required to belong to � ¨l&+-'.ap<� � ) and
to admit an extension on an open set containing -0. which is bounded and has
bounded divergence. In view of Lemmas 34 and 45 below, it follows that $¦�0&(�/�*) is
contained in the class of � -regular sets. One can also prove that, if � is crystalline
and . is a � -regular polyhedron, then . is Lipschitz � -regular.
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The Lipschitz regularity requirement on Y;� in Definition 31 allows to define
the � -tangential divergence � mo� �I� �c� � � on the elements of

å6æ À¢�0&(-'.ap,�;�M) , see Defi-
nition 41. Assuming less regularity on Y;� should require a non trivial modification
of Definition 41, see Remark 42.

The following lemma is well known in the smooth case. We need its version
in our nonsmooth case in order to prove Corollary 47 and to compute the first
variation of 3 � (see Section 5).

Lemma 33 Let .îëï�	� be a Lipschitz set with compact boundary. Let z jk2mon &+-0.8p<�	�*) be a vector field with the property that there is a constant ÁÐ®r
verifying t z'&(d0)4ªBJ A &(d0)xt@«]Á � æ ÀMN �GO2P ¤^Þ R çIR d j -'. R (6)

Then there exist ðv®Õ and an open set ñv&(-'.�) containing -'. such that the fol-
lowing properties hold.

(i) The map ©;òZ�2-'.l¼�Æ2¤gðB�<ðT�@
�ñv&(-'.�) defined by ©;ò@&(d*�:5:)����Ãdµ��5óz'&(d0) is
bilipschitz.

(ii) Set ôXò����õ©�O2Pò , ô�ò�&¸ª_)Ð����&9ö0ò�&¸ª_)¢�<5¸ò�&¸ª_):) j -'.l¼�Æ4¤¶ðx�,ðT� on ñv&+-0.È) . Let÷ j ñv&+-0.È) . If z is differentiable at ö0ò�& ÷ ) and there exists Ë2øBù CEú�F -0. , then ôXò
is differentiable at ÷ .

Proof. Let d�û j -'. . Up to a rotation of coordinates, a neighbourhood of d'û in-'. can be written as &+üI��Ê	&+üT):) , for ü j�ý ëw� �GOQP and ÊU� ý 
f� a Lips-
chitz function. Write zQ&+üI�,Ê	&½üB)<)Î�U&(z P &½üI�,Ê	&+üT)<)¢�:z W &½üc��Ê	&+üT):) j �	�GOQPa¼%� , and setþ©a&+üI�<5:)��_��© ò &(d*�<5:)X��&+ü��]5óz P &+üI�,Ê	&½üB)<)¢��Ê	&+üT)4�]5óz W &+üI�,Ê	&½üT):) . We want to apply
the Implicit Function Theorem in the Lipschitz case to the function

þ© , see [14].
In order to fulfill all the assumptions, we need to prove that, if �{&+ü � �:5 � )¢" is a se-
quence of points in the domain of

þ© converging to &+üI�:5:) as Y¦
õ� such that
þ© is

differentiable at each &+ü � �:5 � ) and there is the limit » of Ý þ©8&+ü � �:5 � ) , then » is
nonsingular. Observe that

Ý þ©a&½ü � �<5 � )���ÿ � L����v&95 � ) z P &+ü � �,Ê	&½ü � ):)ÝvÊ	&+ü � )*���v&95 � )/z W &+ü � �,Ê	&½ü � ):) � R
Using (6) one can check that ��� � ç ¿��TÝ þ©a&½ü � �:5 � )��	��� «hÁ�
#[ , for any Y j� andðl®  small enough, and therefore » is nonsingular. By [14] it follows that

þ©
is locally invertible with a Lipschitz inverse

þô . Let us verify that © ò (hence
þ© ) is

globally injective for ð6®] small enough. Assume by contradiction that © ò &9d*�<5:)��d¦�¶5óz'&(d0)%� ¡ ���TzQ& ¡ )%�h©Mò�& ¡ ���#) for some d*� ¡ j -0. and 5¢��� j Æ/¤§ðB�<ðT� ,&9dM�:5:)��� & ¡ ���#) . Then t d�¤ ¡ tX�¬[cð � z ����� Co?BA�� Ú Û F , which contradicts the local
invertibility of ©;ò . Using the compactness of -0. , property (i) follows.

Let us prove (ii). Notice that if z is differentiable at ö'ò�& ÷ ) and there exists the
tangent hyperplane to -'. at ö'ò�& ÷ ) (i.e. Ê is differentiable at the point of ý cor-
responding to ö ò & ÷ ) ), then

þ© is differentiable at
þôa& ÷ ) . Differentiating the identityþ©a& þôX)6���¸� we get that

þô is differentiable at the point corresponding to ÷ , which
implies that ô�ò is differentiable at ÷ .
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Lemma 34 Let . j $��'&(�	�*) and let z j%k2mon ß � � &+-0.8p<�	�*) . Let ð�®] be given by
Lemma 33. Then for any 5 j Æ�¤^ðB�,ðB� we haveL A � &(d��¾5óz'&(d0)<)Î�]5¢� d j -'. R (7)

In particular� ÷ j � � �cL A � & ÷ )4�]5�"°�q�xdÈ�¾5óz'&(d0)y�cd j -'.v"{� 5 j Æ�¤ÐðB�<ðT� R (8)

Moreover, ÝÈL A� &(d��¾5óz'&(d0)<)���Jc��&(d0)~� Ý�L A� &(d���5ózQ&(d0):)4ª~zQ&9d')��q I� (9)

for any 5 j Æ4¤�ðB�<ðT� and for N��GO2P -almost every d j -0. . Finally, if ö ò is as
in (ii) of Lemma 33, and if we define z��T& ÷ )����rzQ&(ö ò & ÷ )<) for ÷ j ñv&+-'.�) , then&ó� ÷ j ñv&(-'.X)y�cL A� & ÷ )4�§5�"I�<z � ) is Lipschitz � -regular, for any 5 j Æ�¤^ðB�,ðB� .
Proof. Let us consider the case 5Z®¬ , since the case 5^±h is similar. SinceL A � &9d6��5ózQ&9d'):)=���;&9d6��5ózQ&9d')�¤8d')Î��5 , in order to prove (7) we need to show thatL A � &9d6��5ózQ&9d'):)=«�5 . Set for simplicity ö^�_�§ö0ò , and let ñv&+-0.X) be as in Lemma 33.
Fix ÷ j ñv&(-'.X)*É^&+�	� Ù .�) such that there exists Ë2ø CEú�F -'. and z is differentiable
at ö4& ÷ ) (hence the function © ò is differentiable at &(ö4& ÷ )¢�<{) ). By (ii) of Lemma 33,
it follows that 5~&¸ª_)y�_��5 ò &:ª ) is differentiable at ÷ . We need two intermediate steps.

Step 1. Let us prove that ÝÈ5~& ÷ )���ËQø Coú,F -'. R
Fix � j ËQø Coú,F -'. and set ÷ � �_� ÷ �lð!� , for ð j � small enough. ¿From the relationö4& ÷ )*�¾5~& ÷ )ózQ&9ö4& ÷ )<)4� ÷ we get" 5~& ÷ � )	¤^5~& ÷ )�#�zQ&9ö4& ÷ )<)���5~& ÷ � )¸zQ&9ö4& ÷ � ):)	¤^5~& ÷ )ózQ&(ö4& ÷ ):)��5~& ÷ � )%$�zQ&9ö4& ÷ ):)/¤ZzQ&9ö4& ÷ � )<)'& (10)� ÷ � ¤ ÷ �¾ö4& ÷ )	¤^ö4& ÷ � )2�¾5~& ÷ � )($�zQ&9ö4& ÷ )<)	¤ZzQ&(ö4& ÷ � )<)'& R
Taking the scalar product of both sides of (10) with J{�0&9ö4& ÷ ):) , using (5) and recall-
ing that ÷ � ¤ ÷ is a tangent vector to -0. at ö4& ÷ ) , we obtain5~& ÷ � );¤Z5~& ÷ )|�U&9ö4& ÷ );¤^ö4& ÷ � )<)	ªBJ � &(ö4& ÷ ):)�¶5~& ÷ � ) $ z'&(ö4& ÷ ):)	¤^zQ&9ö4& ÷)� ):) & ªxJ#�0&9ö4& ÷ )<) R (11)

The existence of ËQø CEú�F -0. and the fact that ÷ � ¤ ÷ is a tangent vector imply" ö4& ÷ )	¤^ö4& ÷ � )�#yªTJ � &9ö4& ÷ ):)Î��*@&(ð¢)~� (12)

so that (11) becomes5~& ÷ � )	¤^5~& ÷ )4��5~& ÷ � ) $ zQ&9ö4& ÷ )<)/¤^zQ&9ö4& ÷ � ):) & ªxJc��&(ö4& ÷ ):);�+*@&+ð�) R (13)

Let us now prove that$ zQ&(ö4& ÷ ):)/¤^zQ&9ö4& ÷)� ):),&yªBJ#�0&9ö4& ÷ ):)Î�-*@&+ð�) R (14)
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If z¦�`&(z�P�� R�R�R �:z@��) , Jc�l� &½J#� P � R�R�R �,J#� � ) and ö�� &9ö P � R�RxR �:ö � ) , summing over
repeated indices and using (12) we get$�zQ&9ö4& ÷ ):)/¤ZzQ&9ö4& ÷ � )<)'&@ªBJ � &(ö4& ÷ ):)c��Ý ¹ z · &(ö4& ÷ ):)<J � · &(ö4& ÷ ):)~&(ö ¹ & ÷ )/¤Zö ¹ & ÷ � )<)x�.*@&(ð¢) R

(15)
Recalling that �;&9zQ&(ö4& ÷ ):):) W �£ , one can check thatX� Ö O &+�;&(z'&(ö4& ÷ ):)<) W )��§Jc��&(ö4& ÷ ):)<Ý�zQ&(ö4& ÷ ):) (16)

and therefore (14) follows from (15).
We conclude, using (13) and (14) that 5~& ÷/� )�¤§5~& ÷ ) �0*@&(ð¢) . Recalling thatð¢ÝÈ5~& ÷ );ª1�8��5~& ÷)� );¤Z5~& ÷ )M�+*@&+ð�) , we get ð¢Ý�5~& ÷ );ª1�8�2*@&(ð¢) , which proves step 1.
Step 2. Let us prove that ÝÈ5~& ÷ )4��J#�0&(ö4& ÷ ):) R

¿From step 1 it follows that Ý�5~& ÷ )=�43�Jc�'&(ö4& ÷ ):) for some 3 j � . Precisely, 3¦�ÝÈ5~& ÷ )�ªozQ&9ö4& ÷ ):) . Differentiating with respect to � the relation 5~&(ö4& ÷ )x�5�TzQ&9ö4& ÷ )<):)��� , we get 3��q and step 2 is proved.
By step 2 we deduce � H &+ÝÈ5~& ÷ ):)4�ã , which implies5~& ÷ W )	¤^5~& ÷ P )=���;& ÷ W ¤ ÷ P ) � æ À/Þ �(6 ÷ P � ÷ W j ñv&+-0.È)QÉZ&+� � Ù .�) R (17)

Taking ÷ W �_� ÷ and ÷ P j -'. such that L A � & ÷ )4�¶�;& ÷ ¤ ÷ P ) , inequality (17) becomesL A � & ÷ )|«g5~& ÷ );¤^5~& ÷ P )4��5~& ÷ )~�
and (7) follows.

Equality (8) is a direct consequence of (7). Finally, the set � ÷ j ña&(-'.X)^�L A� & ÷ )4��5�" is the image of -0. through a bilipschitz map, z � is a Lipschitz vector
field on ñv&+-0.È) and z��T& ÷ )4��zQ&9ö4& ÷ )<) j Ë H &+Jc�'&9ö4& ÷ ):)<)��]Ë H &+J#�'& ÷ )<) .

We conclude this section with a result which will be useful in the computation
of the first variation of the functional 3/� . Let z j£k*mEn ß � � &+-0.8p<�	�*) , let ñv&(-'.�)
and ö�ò be as in Lemma 33. Let ì jãk*mEn &+-'.�) and define ì ��jãk2mon &½ñv&+-'.�):) ,z ��j�k*mEn &ºñv&(-'.�)~p<�/�*) as ì � & ÷ )|���§ì�&9ö0ò�& ÷ ):) , z � & ÷ )|����zQ&9ö0ò�& ÷ ):) . For 5 j � witht 5�tG±�ð , ð�®� small enough, define7© j�k*mEn &½ñv&+-0.È)�¼%Æ0¤^ðB�<ðT�Ep<� � )¢� 7©a& ÷ �:5:)|��� ÷ ��5óì � & ÷ )óz � & ÷ )~� (18)

and set
7© D &¸ª_)|�_� 7©a&¸ªo�:5:) . Finally, let . D �_� 7© D &(.�) .

Lemma 35 There exists ð�®� such that for t 5�tG±�ð the following properties hold.

(1) The set . D is Lipschitz continuous, and -'. D �U� ÷ � ÷ �£d8�¾5óì°&9d')ózQ&9d')¢�:d j-'.�" .
(2) For N��GO2P -almost every d j -'. , there exists Ý�L A98� &9dy��5óì°&9d')ózQ&9d'):) . We define

J D &(d0)y��� Ý�L A98� &9d��¾5óì�&(d0)ózQ&(d0):)t Ý�L A 8� &9d��¾5óì�&(d0)ózQ&(d0):)xt R (19)
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(3) For N��@OQP -almost every d j -'. , there exists :: D J D &9d0)1; D=< û , andLLI5 J D ; D=< û �q¤�J A Ý�&9ì � z � )*�§&½J A ªxJ A Ý�&9ì � z � ):):J A N �@OQP ¤ÐÞ R çcR æ � -'. R
(20)

(4) For N �@OQP -almost every d j -'. , there exists the right derivative :?>: D � H &+J D &(d0):)at time zero, and there holdsLA@Lc5 � H &½J D &9d'):)B; D=< û �   ÞDCE�Ø/F á C ß � C Ì F9F âaª LLI5 J D &9d') ; D=< û R (21)

(5) J � &9d'):ÝÈzG�#&(d0)��§ for N �GOQP -almost every d j -'. .

Proof. The field ì�z does not verify property (6), since ì may vanish somewhere
on -0. . However, write 5óìÎza�Õ¤=YM���¶&(Y*�°�¾5óì�z�) , where YM� j¦k*mEn ß � � &(-'.ap,� � ) ;for t 5�t small enough, both ¤=Y � and Y � ��5óìÎz satisfy property (6), and therefore-'. D is a bilipschitz image of -'. from Lemma 33. In addition, it is clear that-'. D ���q�xdÈ�¾5óì�&9d')ózQ&9d')6��d j -'.v" .

Notice that L A98� �§L A� ¤È5 , and therefore, for N��GO2P -almost every d j -'. , there
exists ÝÈL A 8� &(d0)��¶Ý�L A� &9d0)Î�§J A� &9d0) , and J A� &9d')���Ý�L A� &9dv�Ð5óì�&(d0)¸z'&(d0)<) by (9).
This proves (2).

Let us prove (3). The equality L A � & ÷ )4��L A 8� & 7© D & ÷ ):) for ÷ j ñv&+-0.X) yields, by
differentiation,

ÝÈL A 8� & 7© D & ÷ )<)4��Ý�L A� & ÷ )H���¸�X�¾5:Ý�&9ì � z � )~& ÷ )*�I*@&95:)�� OQP
for almost every ÷ j ñv&+-0.È) (precisely for any ÷ j ñv&(-'.�) such that J A &(ö ò & ÷ )<)
exists and such that z is differentiable at ö ò & ÷ ) ). ThereforeÝ�L A 8� & 7© D & ÷ ):)4�¶Ý�L A� & ÷ );¤Z5:Ý�L A� & ÷ ):Ý�&(ì � z � )�& ÷ )2�+*@&(5:) R
Then (3) follows by a direct computation and using the definition of J D .

Assertion (4) follows using (3) and the properties of subdifferential of convex
functions, and (5) follows by differentiating the equality J{��ª~z � �ã , see (16).

4. � -tangential divergence

The definition of weak � -tangential divergence on a Lipschitz � -regular set. with respect to a nonsmooth Finsler metric � is quite involved. To justify our
definition we start from the smooth case, i.e. for strictly convex smooth � W and � H W
and smooth sets . . We recall from [8] and [3] that in the smooth case there holds

>@?BA�¿,À�$9&=�¸�v¤^Y*��´�J#�G):ÝÈíH&|L{3;���¶>�?xAvíÈªxJ#��� mo� Y*�°L{3;�0� (22)

for any í j V�P�&ºñv&(-'.�)~p<�	�*) , where ña&(-'.�) is a suitable open neighbourhood of-'. and Y*�]���!Ë H &½J A� ) on ñv&+-'.�) . One can check that ¿<À�$(&=�¸�l¤�Y*��´¶J#�@)<Ý�íH&
depends only on the values of í on -'. . If ì j VÈP#&ºñv&(-'.�)~p<�	�*) , then ¿<À�$(&=�¸��¤
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Y*��´]J#�G):Ý�&9ìÎíG),&��\ì4¿,À�$9&J�¸�a¤ÐY*��´�J#�G)<Ý�íH&|�K$(&=�¸�a¤¾J#��´�Y*�{):ÝÈì�&6ªBí (notice
the switch of the rôle of JI� and YM� ). Therefore, from (22) we get

>@?BAvìZ¿<À $ &=�¸��¤ZY*��´�J#�G):ÝÈí & LI3	� (23)

� >@?BA ì^í�ªxJ � � mE� Y � L{3 � ¤ >@?BAL$ &=�¸��¤�J � ´¾Y � ):ÝÈì & ª�í�L{3 � R (24)

Formula (23) will be the starting point for our definition of � -tangential divergence
in the nonsmooth case. Let us introduce the � -tangential divergence for vector
fields í jl��W &(-'.ap,�;�M) as bounded linear operator on k*mEn &+-'.�) .
Definition 41 Let &(.a�<Y*�G) j $��'&(�	�*) and let í jÕ�ÎW &(-'.ap,�;�M) . We define the
function � mo� �I� �I� � ��í8� k*mEn &+-'.�)�
¬� as follows: for any ì j�k*mEn &(-'.�) we setM � mE� �I� �I� � ��í��<ìONG���=>�?BAcìZíÈªxJ#��� mo� �#Y*�°L{3;��¤È>@?BA $ &=�¸�v¤�J#��´�Y*�G)<ÝÈ�cì & ª~í�L{3;� R

(25)

Remark 42 Definition 41 cannot be easily adapted when &(.a�<Y � ) is a � -regular
set in the sense of [6] (see Remark 32). For instance, if we assume that Y � is only
bounded, the definition of � mo��� Y � seems to require an integration by parts for-
mula involving the euclidean mean curvature of -'. , which cannot be in principle
computed, since -'. is only Lipschitz continuous.

The following observations are immediate.

(i) If ì is extended out of -'. by a differentiable function ìP� , then &J�¸��¤�J � ´Y � ):Ý � ì��ã&=�¸��¤^J � ´ÐY � )<Ý�ì � on -0. , i.e. any euclidean normal component
of the gradient of ì is killed in formula (25) by the operator �¸�=¤µJ � ´�Y � . This
is a consequence of (5).

(ii) � mo� �I� �c� � �#í is a linear continuous map on k2mon &(-'.�) .
(iii) In the smooth case, i.e. for strictly convex smooth � W and &+� H ) W and smooth

sets . , � mo� �I� �I� � �cí���¿,À�$(&J�¸�v¤ZY*�°´gJ#�G)<Ý�íH& , for any í j V�P�&ºñv&(-'.�)~p<�	�M) .
The operator � mo� �I� �c� � � depends on � and could depend, in general, on Y;� .

Definition 43 Let &(.a�<Y*�G) j $��0&(�/�*) and let í j!�ÎW &+-'.ap<�	�*) . We say that� mo� �I� �c� � ��í is independent of the choice of Y;� if, given Y Ò� jÃk2mon ß � � &(-'.ap<�	�*) ,we have M � mo� �I� �c� � �#í0�:ì	N4� M � mE� �I� �AQ� � �#í��<ìON ä0ì jlk2mon &(-'.�) R
When � mE���I� �c� � � í is independent of the choice of Y � , we simply set � mo���I� � í¶���� mo���I� � � � � í .

If R j£��W &(-'.ap,�;�M) is tangent to -'. and � j å6æ À � &(-'.ap,�;�M) it turns out
that � mo���I� �c� � � R and � mE���I� �I� � �c� are independent of the choice of Y � , see (2) of
Lemma 44 and Corollary 47.

Lemma 44 Let &+.a�:YM�G) j $��'&+�	�*) . The following assertions hold.
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(1)
M � mo� �I� �c� � ��Y*���<ìON4��S ?BA ìÐ� mo� ��Y*��LI3	� for any ì jlk2mon &+-0.È) .

(2) Let R j��ÎW &+-'.ap<�	�*) be tangent to -'. . ThenM � mE�0�I� � � � � R¦�:ì	N4�£¤ > ?BA Ý � ì¾ªBR LI3 � ä0ì j%k2mon &+-0.È) R
In particular, � mo� �I� �c� � �/R is independent of the choice of YM� .

(3) Let R j��ÎW &+-'.ap<�	�*) be tangent to -'. . Then
M � mE� �I� �DR¦�� )N4�� .

(4) Let � P � � W j å6æ À � &(-'.ap<�	�*) . Then
M � mE���I� �c� � � & � P ¤ � W )~�� )N4�� .

Proof. If í is such that íÈª~YM�È�ã , (25) becomesM � mE� �I� �I� � ��í��<ìON4�\>@?BAvì^� mE� ��Y*��L{3	�X¤¾>@?BA8Ý��#ì�ªI&(í�¤^Y*�G)*L{3;� R
Letting í8�¶Y*� , assertion (1) follows. Assertion (2) is immediate, and (3) follows
from (2). Assertion (4) follows from (3), since � P ¤ � W jl��W &(-'.ap<�	�*) is tangent
to -'. .

A refinement of property (1) of Lemma 44 is given in Proposition 46 below.
The following lemma, which follows from (5) of Lemma 35, shows that for

any z j¾k2mon ß � � &(-'.ap,� � ) the euclidean tangential divergence of z coincides with
the divergence of the extension z � of z .

Lemma 45 Let &(.a�<Y*�G) j $��'&(�	�*) and let z jlk*mEn ß � � &(-'.ap<�	�*) . Let ñv&(-'.�) andö�ò be as in Lemma 33, and set z���& ÷ )°���ãzQ&(ö�ò�& ÷ )<) for any ÷ j ñv&+-'.�) . Then forN��GO2P -almost every d j -'. there holds

� mo��� zQ&9d')���� mo� z � &(d0)���¿<À �T� �¸��¤^Y � &9d0);´gJ � &(d0) � Ý�z � &(d0) � R (26)

The following proposition shows that the operator � mE�'�I� � � � � coincides with the
operator � mo� � on vector fields of k*mEn ß � � &(-'.ap,�;�M) .
Proposition 46 Let &+.a�:Y � ) j $ � &(�	�*) and let z jlk*mEn ß � � &+-'.ap<�	�*) . ThenM � mo���I� � � � � z'�:ì	N�� > ?xAvìÐ� mo��� zXL{3 � ä0ì j%k2mon &(-'.�) R (27)

In particular � mo� �I� �I� � �cz is independent of the choice of Y;� .
Proof. Fix ì j%k*mEn &+-'.�) , and write

> ?BAvìZ� mo��� zXLI3 � � > ?BAvì^� mE��� Y � LI3 � � > ?BAvìÐ� mE��� &9z�¤ZY � )MLI3 � R (28)

Set U����qzv¤�Y*� . Let ñv&+-'.�) and ö����qö0ò be as in Lemma 34, and set ì � & ÷ )°���ì�&(ö4& ÷ ):) , z � & ÷ )%��� zQ&9ö4& ÷ ):) , U � & ÷ )%���VU�&9ö4& ÷ )<) for ÷ j ñv&+-0.X) . Let ð^®� be
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small enough. Recalling (4), the coarea formula for Lipschitz maps [15], the one-
homogeneity of � H and (9), we have

>GW O �,X : à� X9�'Y ì � � mo� U � L ÷ �¶>GW O ��X : à� XZ�[Y ì � � mE� U � � H &½ÝÈL A� )ML ÷�¶> �
O � > W : à� <QD Y ì � � mo� U � �0H.\ Ý�L A�t Ý�L A� tJ] L#N �GOQP & ÷ )2LI5

(29)� > �
O � > W : à� <QD Y ì � � mo� U � LI3 � LI5 R

Recalling (8) we have

> �
O � > W : à� <QD Y ì � � mo� U � LI3 � LI5/� > �

O � > W Ì @ D ò C Ì F[^ Ì Ø ?BA Y ì � � mo� U � L{3 � Lc5 (30)

��> �
O � >@?BAvì � &(d��¾5óz'&(d0)<)¸� mo� U � &9d��¾5ózQ&9d'):)�0Hc&+JQ&(dv�¾5ózQ&9d0)<):);LcN �GOQP &9dv��5ózQ&9d'):);LI5 R

¿From (9) we have � H &+JQ&(dl��5ózQ&9d'):):)���� H &½JQ&9d'):) for N��GOQP -almost every d j-'. . Moreover ì � &(d��]5ózQ&9d'):)���ì°&9d') by definition, and L#N �GOQP &9d���5óz'&(d0)<)È�LcN��GOQP#&9d')M���v&95:) by the area formula [15]. Finally� mo� U � &(d���5ózQ&(d0):)|��� mo��� U�&9d')M���v&95:) R (31)

Indeed, letting ÷ ���]dv��5ózQ&9d') , since U � & ÷ )4��U � & ÷ ¤ÐL A� & ÷ )óz � & ÷ ):) , it follows

Ý_U � & ÷ )/��Ý_U � & ÷ ¤ÐL A� & ÷ )óz � & ÷ ):)�&=�¸�v¤�Ý�L A� & ÷ )2´�z � & ÷ );¤ÐL A� & ÷ ):ÝÈz � & ÷ ):)
��Ý_U � &9d0)�&=�¸�a¤�Ý�L A� &9d')*´�zQ&(d0)/¤ÐL A� & ÷ ):ÝÈz � & ÷ ):)~�

where the last equality follows from (9). Then (31) is a consequence of (26).
¿From (29), (30) and the above considerations, we then get

> ?BA ìÐ� mo��� U�LI3 � � ê m  �a` û  [#ð > W O ��X : à� X9�'Y ì � � mE� U � L ÷ R (32)

Applying the Gauss-Green Theorem for fixed positive ð , we obtain

> W O ��X : à� X9�'Y ì � � mE� U � L ÷ �Õ¤ > W O ��X : à� X9�'Y U � ªxÝÈì � L ÷� > ? W O ��X : à� XZ�[Y ì � U � ªxJ � L#N �@OQP �
where J � is the euclidean outward unit normal to -M�I¤6ðy±]L A� ±�ðx" .
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Observe now that for Nl�GOQP -almost every ÷ j -*�{¤6ðX±£L A� ±£ð�" , if ÷ �qd8�5ózQ&9d') for d j -'. , by (9) we have U � & ÷ )BªEJ � & ÷ )4�§zQ&9d')BªEJ A &9d0)B¤°Y � &(d0)BªEJ A &9d')��� .
Hence from (32)

>�?xA ì^� mo��� U�LI3 � �q¤ ê m  �a` û  [#ð > W O ��X : à� XZ�[Y Ý�ì � ª�U � L ÷ �£¤ >@?BA Ý � ì¾ª�U°L{3 � �(33)
which gives

>@?BAvìÐ� mo� �6zXL{3;�v�¶>�?xAvì^� mo� �6Y*�°L{3;��¤g>@?BA8ÝÈ�#ì¾ªc&9z�¤^Y*�{)ML{3;�0�
which is (27).

We can now prove that the operator � mE� �I� �c� � � is independent of the choice ofY*� on the whole of
å6æ À¢�0&(-'.ap,�	�*) .

Corollary 47 Let &(.8�:YM�G) j $��0&(�/�M) . If � j å6æ À��0&(-'.ap,�;�M) , it follows that� mo� �I� �c� � � � does not depend on the choice of Y;� .
Proof. By (5) we have � ªBJI���ã , hence for ì j%k2mon &(-'.�) formula (25) reduces
to M � mE� �I� �I� � � � �:ì	N4�¶>�?xAvìÐ� mo� �6Y*��L{3;��¤¾>@?BA8ÝÈ�cì�ªI& � ¤^Y*�G)*L{3	� R (34)

Let now Y Ò� jlk2mon ß � � &+-'.ap<�	�*) and set U�����Y � ¤^Y Ò� . From (34) we deduceM � mo� �I� �c� � � � ¤Ð� mE� �I� �HQ� � � � �:ìONÎ��>�?BAvì^� mE� �bU�LI3	�°��>@?BA8Ý��#ì�ª)U�L{3;� R (35)

Since Y*���:Y Ò� j¦k*mEn ß � � &(-'.8p,�	�*) we have that U jZk2mon &(-'.ap,�	�*) is tangent to -'. ,
hence from (2) of Lemma 44 we getM � mE� �I� �c� � � � ¤^� mo� �I� �HQ� � � � �:ìON4�\>@?BAvìÐ� mE� �cU�L{3	�X¤ M � mo� �I� �c� � �/U��:ì	N R
Recalling the definition of U and applying Proposition 46, it follows that the right
hand side of the above equality vanishes, and the assertion of the corollary follows.

5. The first variation of the functional 3/�
In this section we compute the first variation of the functional 3 � . This com-

putation is quite delicate, because both the integrand � H &+J�) and the manifold -'.
are not smooth. A partial result in this direction can be found in [6].

Let &(.a�<Y � ) j $ � &+�/�*) . The set dcí j%��W &+-0.µp<�	�*)Z�6� mo���I� � � � � í jl��W &+-'.�)1e
is nonempty and is a Hilbert space endowed with the norm� � í � W� � Co?BA�� Ú Û F � � � mE���I� � � � � í � W� � Co?BA*F � P�f W R
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We define� &+-0.8p<� � )|���4d �hj å�æ À���&+-'.ap<� � )|�{� mE� �I� � � jl� W &(-'.�)�e R
Let í jÐk2mEn &(-'.ap<�	�M) . We first compute the first variation of the functional .�
3 � &+.�) along the field í . As in the smooth case, 3 � does not change under (in-
finitesimal) tangential variations, and therefore it is enough to consider � -normal
fields, i.e. we can assume that í can be written as í �bì�z , where ì jgk*mEn &+-'.È)
and z jlk2mon ß � � &(-'.ap,� � ) .Let ñv&+-0.X) and ö0ò be as in Lemma 33, and define ì �8j�k*mEn &ºñv&(-'.�)<) , z �8jk2mon &ºñv&(-'.�)~p<�	�*) as ì � & ÷ )=���§ì°&9ö0ò�& ÷ ):) , z � & ÷ )=����zQ&9ö�ò�& ÷ ):) , and set í � �_�¶ì � z � .
For 5 j � with t 5�t�±§ð , ð°®§ small enough, define

7© as in (18), and set
7© D &¸ª_)6���7©a&¸ªo�:5:) , . D ��� 7© D &(.�) . Define alsog ÞcÀx&(3	�0�<.È)~&9ìÎz�)y�_� ê m   mE���D ` û > 3 � &+. D )	¤Ð3 � &(.È)5 R

Theorem 51 We haveg Þ#ÀT&(3 � �,.�)~&(ì�z�)�� ê m  D ` û > 3 � &+. D )	¤Ð3 � &(.È)5 � Ó<Ô nh ØDi9j!k � CÏ?xAl� Ú Û F M � mo���I� òT� ��� �<ìON R(36)

Proof. By (1) of Lemma 35 . D is Lipschitz; therefore, using the area formula we
have 3 � &(. D )�� > ?BAa�'Hc&½J D )*LcN �GO2P � > ?xA8�'HI&+J�)M� mo��� í�LcN �GOQP �+*@&(5:)¢�
where J D is defined in (19). Hence, by (21) and (20),

g ÞcÀx&+3/�0�,.�)~&(ì�z�) is equal to

>�?xA ê m  D ` û > � H &+J D )	¤�� H &½J�)5 L#N �@OQP � >@?BA � H &+J�)M� mE��� í�LcN �GO2P (37)

�\>�?xAnm   ÞDCE�Ø/F á C ß � C Ì F9F â8ªT�6¤�J#�0&9d0)<ÝÈí � &9d0)�o$KJQ&9d')/ªBJ2&9d0)<ÝÈí � &9d0),&BJ � &9d')��8�g� mE��� íZpaLI3 �
� > ?xA m   ÞDCE�Ø/F á C ß � C Ì F9F ¤/âaªBJ � &(d0)<Ý�í � &(d0)*��JQ&(d0)/ªTJQ&9d'):ÝÈí � &9d')*�g� mE��� í p LI3 � �

where the last equality follows from â8ªTJ � &(d0)|�ã . It is not difficult to prove now
that the map dÕ
 Ë H &+J � &(d0)<) , defined for N��GO2P -almost every d j -'. , is the
smallest closed-valued N��GO2P -measurable multifunction with the property that, for
any ��j å�æ À¢�0&(-'.ap<�	�*) , � &9d0) j Ë H &½J#�'&9d'):) for N��GO2P -almost every d j -'. .
Using this observation, a commutation argument between supremum and integral
(see [9], Lemma 4.3) allows to prove that the last member of (37) equals

Ó<Ô nh ØDi9j!k � CÏ?xAl� Ú Û F > ?BA m ¤ � ªBJ � Ý�í � ��J�ªxJ�ÝÈí � �g� mo��� í p L{3 �
�È� Ó<Ô nh ØDi9j!k � CÏ?xAl� Ú Û F > ?xA � h L{3 � R
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Fix � j å�æ À¢��&+-'.ap<�	�*) : recalling the expression of the euclidean tangential di-
vergence, � h can be written as ¤ � ª½Jc�{ÝÈí � ��� mo� í � �£¤ � ª½Jc�{ÝÈí � �µì � � mo� z � �ÝÈì � ª�z � . Therefore, since Lemma 45 implies � mE� z � ��� mE� ��z on -'. , we obtain

> ?BA � h L{3 � � > ?xA m ¤ � ªBJ � ÝÈí � �¾ì^� mE��� z���Ý�ì � ª~z p L{3 � R
On the other hand, substituting í � � ì � z � into ¤ � ª@J#�GÝÈí � and using (5) of
Lemma 35, we get ¤ � ª�JI�{ÝÈí � �`¤�Ý�ì � ª � on -'. . Since � ¤¾z is a tangent
vector field, we have ÝÈì � ª�& � ¤]z@)�� Ý � ì¶ª0& � ¤]z�) on -'. . Therefore we
conclude that

>�?xA � h L{3	���¶>@?BAom0ì^� mE� ��z�¤�ÝÈ�cì�ªI& � ¤^z�)�p8LI3	�È� M � mo� �I� òT� � � �:ì	N¢�
and the theorem follows.

Recall that � mo� �I� òT� � � in (36) actually does not depend on z (see Corollary
47), so that

g Þ#ÀT&(3 � �,.�)~&(ì�z�) is independent of z . We define (with a little abuse of
notation) the functional

g Þ#ÀT&(3 � �<.�)=� ��W &+-'.�)�
�Æ�¤��§������Æ as

g Þ#ÀT&(3	���<.�)�&9ì|)=�_�rqsst ssu
Ó:Ô nh ØDi9j!k � Co?BA�� Ú Û F M � mo� �I� � � �<ìON mE� ì j%k*mEn &+-'.�)¢�

��� mE� ì j%�ÎW &(-'.�) Ù k*mEn &(-'.�) R
Define also

u � �_� m ì j�k*mEn &(-'.�)|� >@?BA ì W LI3 � �\ p �
(38)u �� �_�m�ì�z���ì j u°���Mz jlk2mon ß � � &(-'.ap<� � )vp R

The next result gives, roughly speaking, the expression of minus the norm of the
gradient of the functional 3/� .
Proposition 52 We have

mo�@�w ò Ø è Û� g ÞcÀB&+3 � �<.È)~&9ìÎz�)Î�£¤   mE�h Ø/x Co?BA�� Ú Û F ÿ > ?xA &(� mo���I� �#� ) W L{3 � �zy� R
Proof. Using Theorem 51 we getmE�@�w ò Ø è Û� g Þ#Àx&+3 � �,.�)~&(ì�z�)�� mE�@�w Ø è � g Þ#Àx&+3 � �,.�)~&(ì|)� mE�@�w Ø è � Ó:Ô nh ØDi9j!k � Co?BA�� Ú Û F M � mo� �I� � � �<ìON4�È� � R (39)

Notice that the functional &(ì�� � ) j u�� ¼ å�æ À���&+-'.ap<�	�*)�
 M � mE� �I� � � �:ì	N is
bilinear. Moreover both u�� and

å�æ À��0&(-'.8p,�;�M) are convex sets, and u�� (resp.



18 G. Bellettini et al.å6æ À,�0&(-'.ap,�	�*) ) is closed in the k2mon -topology (resp. strongly and weakly closed
and weakly compact in the �|W &(-'.ap,�	�*) -topology). Therefore, by a commutation
result between Ó<Ô n and mE��� (see [10, Proposition 1.1]), we get� � Ó<Ô nh ØDi9j�k � Co?BAl� Ú Û F mE���w Ø è � M � mo� �I� � � �:ì	N R
Since � 
j�� &+-'.ap<�	�*) implies mE��� w Ø è � M � mE� �I� � � �:ì	N��£¤�� , we deduce� � Ó<Ô nh Ø/x CÏ?xAl� Ú Û F mo�@�w Ø è � M � mE���I� ��� �:ì	N R
Using the fact that mo�@� w Ø è � M � mE�0�I� �6� �:ì	N�� mE�@� w Ø è �){ � M � mo���I� ��� �:ìON , it follows

� � Ó:Ô nh Ø/x Co?BA�� Ú Û F ¤ S ?BA &+� mo� �I� � � ) W L{3;�" S ?BA &+� mE���I� �c� ) W LI3 � # y�
�Õ¤ mE���h Ø/x Co?BA�� Ú Û F ÿ0> ?BA &(� mo� �I� � � ) W LI3	� �zy� R

Thanks to Proposition 61 below, the infimum in the above inequality is a minimum,
and the proposition is proved.

Given í j��ÎW &(-'.ap,�	�*) such that íZ�Uì 7� for some ì j��ÎW &+-'.�) and
7� j� &+-0.8p<�	�*) , we define| A� &9í@)|��� Ó<Ô nh Ø/x Co?BA�� Ú Û F > ?xA ì^� mo� �I� � � L{3;�v�È� | A� &9ìy)¢�

where
| A� � �ÎW &(-'.È)4
�Æ�¤¾���¢���ÐÆ .

The following observation shows that
| A� is the lower semicontinuous enve-

lope of
g ÞcÀx&+3	�0�<.�) , with respect to the �|W &(-'.�) -topology.

Proposition 53 The functional
| A� is the greatest � WI&(-'.�) –lower semicontinuous

functional less than or equal to
g Þ#ÀT&(3 � �<.È) . In particularmo�@�w Ø è � g Þ#ÀT&(3	���<.�)�&9ìy)�� mo�@�w Ø è � | A� &9ìy) R

Proof. Given ì j%� W#&(-'.�) and ð6®] , we set

u � &(ì|)y���m_}ì j�k*mEn &(-'.�)|��totv}ì�¤Zì�tEt � � Co?BA*F ±�ðDp R
The ��W &(-'.�) –lower semicontinuous envelope of

g ÞcÀx&(3 � �<.�) is, by definitionÓ<Ô n�,~ û mo�@��w Ø è��<C w F g Þ#ÀT&(3	�0�<.�)�&�}ì|) R
By Theorem 51, this is equal toÓ<Ô n��~ û mo�@��w Ø è � C w F Ó<Ô nh ØDi9j�k � CÏ?xAl� Ú Û F M � mE�0�I� ��� � }ìON R
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Commuting the Ó<Ô n and the mo�@� [10], we then haveÓ<Ô n��~ û mE�@��w Ø è��:C w F Ó<Ô nh ØDi9j�k � CÏ?xAl� Ú Û F M � mE�0�I� �6� � }ì�N
��Ó:Ô n�,~ û Ó<Ô nh ØDi9j!k � CÏ?xAl� Ú Û F mE����w Ø è��<C w F M � mo���I� ��� � }ìON
��Ó:Ô n�,~ û Ó<Ô nh Ø/x Co?BA�� Ú Û F mo�@��w Ø è��<C w F > ?BA }ì^� mE���I� �I� LI3 �
� Ó:Ô nh Ø/x Co?BA�� Ú Û F Ó:Ô n�,~ û mo�@��w Ø è��<C w F >@?BA�}ì^� mE� �I� � � LI3	�
� Ó:Ô nh Ø/x Co?BA�� Ú Û F > ?BA ì^� mo���I� �#� LI3 � � | A� &(ì|)~�

which proves the assertion.

The following result, which follows from Proposition 53, shows that the direc-
tion of minimal slope for the functional 34� is given by � �/� � , and is one of the
motivation for introducing and studying the functional in (1) in connection with
motion by crystalline mean curvature.

Corollary 54 We have

mo�@�w ò Ø è Û� g Þ#ÀB&(3	�0�<.�)�&9ìÎz@)Î� | A� & ì � �/� �c)¢�
where ���/� � is a minimizer of the functional � 
 S ?BA &(� mo���I� �#� ) W L{3 � (see
Proposition 61 below, with ¥v�� ) and

ì��q¤ � mo� �I� � � �/� �" S ?xA &(� mo� �I� � � �/� �#) W L{3	� # y� R
6. The minimum problem on -'. : �|¨ -regularity

Let ¥ j��ÎW &+-0.È) and let ��� � &(-'.ap,�	�*)4
7� ��¢���§� be the functional defined
as �l& � )|�_�\>@?BA " � mE� �I� � � ¤Z¥G# W LI3	� R (40)

We are interested in studying the following minimum problem on -'. :mE��� �1�l& � )y� � jl� &+-0.8p<� � )�" R (41)

It is clear that problem (41) is equivalent, up to constants, to the problem

mo�@� �4>@?BA6&(� mo� �I� � � ) W ¤�[T¥@� mo� �I� � � L{3;�µ� �hj�� &(-'.ap<� � ) � R (42)
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Proposition 61 Problem (41) admits a solution. Moreover, if � P and � W are two
minimizers of (41), then � mE� �I� � � P &(d0)µ�w� mo� �I� � � W &(d0) for N��GOQP -almost everyd j -'. .

Proof. Define Vã���£�T� mo� �I� � � � � j%� &+-'.vp<� � )�" R
Then V is a convex subset of � Wc&(-'.�) . Let us prove that V is closed in � W#&+-'.�) . LetÊ Ä ����� mo� �I� � � Ä j V be such that Ê Ä 
 Ê in �ÎW &+-0.È) as Åa
õ� . We have to prove
that Ê j V . Since Ó:Ô n Ä � � Ä �~� � Co?BA�� Ú Û F ±���� , possibly passing to a subsequence
(still denoted by & � Ä ) ) we can assume that & � Ä ) converges weakly in �ÎW &(-'.ap<�	�;)
to a vector field �¬j¦�ÎW &(-'.ap<�	�*) . Since � Ä j Ë H &+J A� ) , by Mazur’s Theorem we
obtain that �õj å6æ À��0&+-0.8p<�	�*) . Moreover, for any ì jZk*mEn &+-'.�) we have, using
(25),

> ?BA ì|ÊaL{3 � � ê m  Ä ` @*¨ > ?BA ìÐ� mE���I� ��� Ä L{3 �� >@?BA ìÐ� mo��� Y � LI3 � ¤ ê m  Ä ` @*¨ >@?BA Ý � ì�ª{& � Ä ¤^Y � )*L{3 ��q>@?BAvìÐ� mo� ��Y*��LI3	��¤�>@?BA8Ý��#ì�ª{& � ¤^Y*�{)ML{3;� R
It follows that Ê^�Õ� mo���I� �c� , hence V is closed in �|W &(-'.ap,�	�*) . The proof of the
proposition is then is a standard consequence of minimization on convex sets of
strictly convex functionals on Hilbert spaces.

Let �X�/� �Èj%� &+-'.vp<�	�*) be a minimizer of � . A direct computation yields that
the Euler-Lagrange inequality of � reads as follows:

> ?xA &(� mo� �I� � � �/� �4¤8¥@)'� mo� �I� ��& � �/� �4¤ � )2LI3	�a�] ä � j%� &+-0.8p<� � ) R (43)

We now give the definition of mean curvature of a Lipschitz � -regular set with
respect to the metric � .

Definition 62 Let . j $��'&(�	�*) . Let � �/� � be a solution of (41). We setLI�/� �����§� mo� �I� � � �/� � j%� W &+-'.�) R
When ¥��§ , we define the � -mean curvature 1'� of -'. as1��8�_�§� mE� �I� � � �/� � j�� W &(-'.�) R

We shall see in Theorem 67 that Lipschitz � -regular sets have actually bounded� -mean curvature.

Remark 63 Since � is strictly convex if considered as a function of the diver-
gence, if Ê is of the form Êl��� mE� �I� � � for some �hjl� &(-'.ap,�	�*) and if

> ?BA &½Ê8¤Z¥@):� mo� �I� ��& � ¤ � )MLI3	�a�] ä � jl� &+-0.8p<� � )¢�
then � is a solution of (41).
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The next step is to prove that L{�/� � j �|¨ &(-'.�) . To this aim we begin with the
following auxiliary lemma, whose standard proof is omitted.

Lemma 64 Let ²0��³ j � , ²Ð±U³ and let Ê0��� j��|W &+-0.È) . Let � be a measure on-'. absolutely continuous with respect to the restriction of N%�GOQP to -'. . Assume

that > ?BA_��LH�¦�§ . Then

> ?xA ÊT��L/�Z�q> @*¨O ¨ >GW!� ~ D Y ��L/��Lc5¢� (44)

> W�� X � X9�,Y ÊT��L/�Z�q> �� > W!� ~ D Y ��LH�µLI52�g²=> W!� ~ � Y �lL/��¤�³2> W!� ~Z�,Y ��LH� R
The crucial result of this section is the following.

Theorem 65 Let . j $��0&(� � ) . For any 5 j � , we define� D �_�£�BLI�/� ��¤Z¥8®�5�"{� ý D �_�q�BLI�/� ��¤Z¥µ±g5�" R
Then

>(�Z8 L �/� � LI3 � � >(�Z8 � mo���I� ��� LI3 � ä05 j �|�Îä � jl� &(-'.ap,� � )¢� (45)

and

>T��8�LI�/� ��LI3	�8«�>���8�� mE� �I� � � LI3	� ä'5 j �Î�Îä � jl� &(-'.ap,� � ) R (46)

Proof. We shall prove only (45), since the proof of (46) is similar. For simplicity
of notation, set | ����LI�/� ��¤Z¥ R
Moreover, if � jl� &+-0.8p<�	�M) and uSë�-0. is a Borel set, we let

Ö &(u8���;)y����> è � mo� �I� ��&=�%¤ � �/� �c)MLI3	� R
Assume by contradiction that there exist 3 j � , �hjl� &(-'.ap,�/�M) , and Á�®] such
that Ö & �b� � � )4�£¤��{Á�±] R
Since �c� �V�D ~ � � D , we have  �Z8 
  ��� in � P &+-'.�) (hence, being characteristic

functions, also in �ÎW &(-'.�) ) as 5���3 . Therefore there exists ð6®� such that

Ö & � D � � )|��¤�[cÁ�� ä'5 j � 32��3È�gð:Æ R (47)

Fix 3�� j � and ð��Q®] with the following properties:� 3 � �!3 � �gð � Æ;ë¶� 32��3È�gð<Æ½� (48)
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N �GOQP � � | �23 � "��¦� | �-3 � �gð � " � �§ R (49)

Clearly from (47) and (48) we get

> �v� @ � �� � Ö & � D � � )*LI5|�¶¤�[cÁ~ð � R (50)

Let �TÊ#·º" be a sequence of functions in k*mEn &(-'.�) converging to
|

in �yW &+-'.�) and
almost everywhere. For any � j�� and 5 j � we define� ·D ���q�TÊ · ®�5�" R
We split the proof into three intermediate steps.

Step 1. Let us prove that there exists � û�j�� such that

> �v� @ � �� � Ö & � ·D � � )MLc5|�\¤6Á~ð � ä9�4«��ºû R (51)

We claim that

ê m  · ` @M¨ > �v� @ � �� � Ö & � ·D � � )MLc54�¶> �v� @ � �� � Ö & � D � � )*LI5 R (52)

By (4) of Lemma 44 we have Ö &(-'.a� � )Î�\ , hence applying Lemma 64 with Ê ,� , L/� , ² , ³ replaced by Ê#· , � mo� �I� ��& � ¤ � �/� �c) , L{3	� , 3�� , 3�����ð�� in the order, from
(44) we find

> ��� @ � �� � Ö & � ·D � � )MLc54� > W � � X ��� X � � @ � � Y Ê · � mo���I� � & � ¤ �X�/� � )MLI3 � ¤�3 � Ö & � · � � � � )
�§&[3 � �gð � ) Ö & � · � � @ � � � � ) R

In view of this equality and of the corresponding one with ÊI· and � ·D replaced
by

|
and � D , to prove (52) it is enough to show that  � � � � (resp.  W � � X � � X � � @ � � Y , � � � � > � � ) converges to  � � � (resp.  W � � XZ��X � � @ � � Y ,  � � � > � � ) in � P�&(-'.�) as �;
õ��� .

We show this property for � · � � , the other cases being similar. Define � ·/���ã& � · � � Ù�b� � )���& �b� � Ù � · � � ) . It is enough to check that Nl�GOQP#&+É	·�� �b� · ��� )��¬ . Letd j É	·%� ��� · ��� . Then there exists a subsequence &J� Ä ) such that Ê�· �G&9d')=®¡3�� and| &(d0)y��3�� , or Ê#·¢�G&(d0)y��3�� and
| &9d')y®¡3�� for any Å jz� .

Since Ê�·*
 |
almost everywhere, we get Nl�GO2P�&+É	·!� �b� · ��� )=�¾N��GO2P#&¸� | �3��("�)4�� , by (49). The claim is proved. Then (51) follows from (52) and (50), and

step 1 is proved.

Step 2. Let us prove that

ê m   mo�@�· ` @*¨ >�?xA8Ê#·(� mo� �I� ��&J�¦¤ � �/� ��)ML{3;�µ«� äT� j%� &(-'.ap,� � ) R (53)
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Let � j%� &(-'.ap,�	�*) . Since Ê#·*
 |
in ��W &(-'.�) , we have

ê m   mo�@�· ` @M¨ > ?BA8Ê · � mo���I� � &J��¤ �X�/� � )'L{3 � � > ?BA | � mo���I� � &=��¤ �X�/� � )'LI3 � «��� (54)

where the last inequality follows from the Euler inequality (43). Step 2 is proved.

Fix now £È®� and define }zv� }zQ&9z'�!3T�½�<ð��+������£#)|�c-'.ã
¬�	� as follows:

}zµ��� qst su
� æ � �)3��Q±]Ê#·	±¡3��{�gð��9"
� �/� � æ � �TÊ�·	±¡3���¤¤£{"�� � · � � @ � � @�¥ �

and

}zQ&9d0)=�_� qssssssst sssssssu
ì � ��� C Ì F O �v� @�¥¥ �°� &9d0)M� �  =¤^ì � ��� C Ì F O �v� @�¥¥ �Z��� �/� ��&9d0)� æ À;d j � 3 � ¤¤£È��Ê#·/�L3 � "I�
ì � � �óC Ì F O �v� O � �¥ � � �/� ��&(d0)*� �  =¤^ì � � �óC Ì F O �v� O � �¥ �Z� � &(d0)� æ À;d j � 3��G�¾ð��Q�]Ê · �¡3��@�¾ð��I�I£{"I�

where ì has the following properties: ì j V ¨ &:� ��� �Æ½pB� ��� �Æ ) , there is ¦ j Æ �� PW �such that ì°&+üT)X�Ã for ü j � ��!¦0Æ , ì�&+üT)X�� for ü j �E �¤L¦'�� ~Æ , and ìP; § ¨ � P¢O ¨v© is
strictly increasing.

Note that }z j]� &(-'.ap<�/�*) and that & }zµ¤ � ) has compact support in � ·D , for
any 5 j � 3��½��3��G�¾ð��KÆ . It follows from (4) of Lemma 44 that

> � �8 � mE���I� � & }zÈ¤ � )MLI3 � �� ä05 j � 3 � �!3 � �gð<Æ R (55)

Therefore from (55) and (51)

> �v� @ � �� � Ö & � ·D � }z@)MLI5/�\> �v� @ � �� � Ö & � ·D � � )MLc5|�¶¤6Á�ð � äT��«��ºû R (56)

Step 3. Let us prove that

X� ê m  ¥�ª û > �v�� � O ¥ Ö & � ·D � }z�)*LI54� ê m  ¥�ª û > ��� @ � � @�¥� � @ � � Ö & � ·D � }z�)*LI5 ä9�/«�� û R (57)

Since & }z�¤ ���/� � ) has compact support in � · � � O ¥ , using (4) of Lemma 44 we haveÖ & � · � � O ¥ � }z@)��U . Therefore, by Lemma 64 applied with Ê , � , L/� , ² , ³ replaced
by Ê�· , � mo� �I� ��& }z�¤ � �/� �c) , L{3;� , 3���¤¤£ , 3�� in the order, we have

> �v�� � O ¥ Ö & � ·D � }z@)MLI5/�\> W � � O ¥ X � � X � � Y Ê�·0� mo� �I� ��& }z�¤ � �/� �c)*L{3	�°��3 � Ö & � · � � � }z�) R
(58)
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Define now « ·:&(d0)=���¬ Ê · &(d0) mE� d j ��Ê · ±�3��("I�3�� mE� d j ��Ê · «�3��(" R
Then

« ·�j�k*mEn &(-'.�) , and recalling that }z�� ���/� � in a neighbourhood of ��Ê · ±3 � ¤�£{" , we get

>GW � � O ¥ X ��� X � � YÊ�·�� mE� �I� ��& }z�¤ � �/� �#)MLI3	���I3 � Ö & � · � � � }z�)4�l> ?BA « ·+� mo� �I� ��& }z�¤ � �/� �c)*L{3;� R
(59)

Hence, by (58), (59), and using (25) we deduce

> ���� � O ¥ Ö & � ·D � }z�)MLc54�ã¤¦>�?xA8Ý�� « ·Qª{& }z�¤ � �/� �c)ML{3;�
�q¤ > W � � O ¥ X ��� X � � Y ÝÈ� « ·'ª{& }z�¤ � �/� �c)*L{3;�
� � }z�¤ � �/� � �~� � Co?BA*F � Ý�� « · ��� � Co?BA*F N �GOQP &ó�)3 � ¤�£È±]Ê�·	±�3 � "�) R

Now the first equality of (57) follows by observing that N �@OQP &ó�)3 � ¤¡£^±SÊ#·X±3��("�)��� as £�
õ . The other equality is similar. Step 3 is proved.

We can now conclude the proof of the theorem. Recalling step 2, we can fix a
natural number � P «I� û , such that

> ?BA Ê�· y � mo� �I� ��& }zÈ¤ � �/� �c)MLI3	�8®\¤6Á ð��� R
We have

¤^Á ð!�� ±]> ?BA Ê�· y � mo� �I� ��& }zÈ¤ � �/� �c)MLI3	���¶> �v� O ¥O ¨ Ö & � · yD � }z�)*LI5
� > �v�� � O ¥ Ö & � · yD � }z�)*LI5*� > �v� @ � �� � Ö & � · yD � }z@)MLI52� > ��� @ � � @�¥� � @ � � Ö & � · yD � }z�)MLI5
��> @*¨� � @ � � @�¥ Ö & � · yD � }z�)*LI5|�_� � � �H� � �A�H� � � | � | R

By the definition of }z and Lemma 44 we have � � | �\ . In addition �A�A� �¤6Á~ð�� by (56), and �A� and � | tends to zero as £®�% by step 3. Therefore, taking£È®� small enough, we get �H� � � | ��Á � �W . Then

¤6ð ÁB�� ±]>�?xA8Ê#· y � mE� �I� ��& }z�¤ � �/� �c)ML{3;�µ��¤6ð � Á/�gð � Á[ �ã¤6ð � Á[ �
which is a contradiction.
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Since S ?BA � mo� �I� ��& � ¤ � �/� �c)	L{3	�8�\ , from (45) and (46) it follows that the
statement of Theorem 65 holds also if, in the definitions of � D and ý D , we place
the weak inequalities in place of the strict inequalities.

The following observation, which follows from Lemma 64 and Remark 63, is
a kind of converse of Theorem 65.

Proposition 66 Let �õj � &(-'.ap<�/�*) and define u D ���b�B� mE� �I� � � ¤^¥%®�5�" , for
any 5 j � . If

> è 8�� mE� �I� � � LI3	�8�§> è 8@� mo� �I� ���lL{3;� ä'5 j �|��ä9� jl� &(-'.vp<� � )~� (60)

then � mE���I� ��� ��L �/� � .
Proof. Recalling (4) of Lemma 44, we have

> ?BA � mo��� Y � LI3 � � > ?BA � mo���I� �#� LI3 � �È�cÁ R
Set Ê����£� mo� �I� � � ¤Ð¥ and �����q� mo� �I� � � ¤¾Á . Assumption (60) can be rewritten
as

>GW!� ~ D Y ��LI3	�µ�]>GW!� ~ D Y &(� mo� �I� � �%¤ÐÁ�)MLI3	� ä'5 j �|�4ä9� j%� &+-'.ap<� � ) R
Clearly S ?BA ��L{3 � �§ . Applying (44) we get

> ?BA ÊT�µL{3;�v�¶> ¨O ¨ >GW!� ~ D Y ��LI3	��LI5��> ¨O ¨ >GW!� ~ D Y &(� mo� �I� � �¦¤ÐÁ�)MLI3	��Lc54�\> ?BA Ê	&(� mo� �I� � �¦¤ÐÁ�)MLI3	� R
It follows

> ?BA Ê	&=�%¤Ð� mo���I� � ���gÁ�)*L{3 � �] ä9� jl� &+-0.8p<� � )¢�
that is

>�?BA6&(� mo� �I� � � ¤Z¥@)M� mo� �I� ��& � ¤¤�;)MLI3	�a�] äT� j�� &(-'.ap<� � ) R
Using Remark 63 the assertion follows.

Note that Proposition 66 still holds if, in the definition of u D , we replace the
weak inequality with the strict inequality.

We are now in a position to prove the �y¨ -regularity of the divergence of solu-
tions of (41).
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Theorem 67 Let . j $��0&(�/�M) and assume that ¥ j��|¨ &+-'.�) . Then

L �/� �vj�� ¨ &(-'.�) R (61)

More precisely, � L �/� � ¤ ¥ �~�T� CÏ?xAMF � � � mE��� Y � ¤Z¥ ����� Co?BA*F R (62)

Proof. Set
| �_�§LI�/� ��¤Z¥ . By (45) we have

> �Z8 | LI3 � � > �Z8¯�B� mE��� Y � ¤y¥%��L{3 � � � � mE��� Y � ¤y¥ �~�T� Co?BA*F 3 � & � D ) ä05 j �|�
so that

5|�  3	�'& � D ) > � 8 | LI3	�a� � � mE� ��Y*��¤Z¥ ��� � Co?BA*F ä'5 j �±° m ¿!² � D ���³@�
which implies N��GO2PÎ¤ ç Ó<Ó,Ó:Ô n ?BA | � � � mo�G� Y � ¤Z¥ ����� Co?BA*F .

Since >@?BA � mo���I� � & ���/� � ¤^Y � )*L{3 � �� , using (46) we also get

>��T8 | L{3 � « >���8�� � mo��� Y � ¤ ¥ � LI3 � � ä05 j �|�
which implies

5|«  3;�0& ý D ) >T��8 | L{3 � «¶¤ � � mo��� Y � ¤Z¥ �~��� Co?BAMF ä05 j �±° m ¿�² ý D ��2³ R
It follows N��GOQP�¤ ç Ó,Ó mo�@� ?BA | «\¤ � � mE� �#Y*�/¤X¥ �~��� Co?BA*F . This concludes the proof
of (62).

Remark 68 Thanks to Theorem 67, if ¥ j`�y¨ &(-'.�) the functional � can be
equivalently minimized on the spaceþ� &(-'.ap,� � )y�_� d � j å6æ À,�'&+-0.8p<� � )|�c� mo� �I� � �hj%� ¨ &(-'.�) e R
Moreover,� LI�/� �°¤Z¥ �~� � Co?BA*F �   mo� d � � mo� �I� � � ¤ ¥ �~� � Co?BA*F � � j þ� &(-'.ap<� � ) e R
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