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Abstract

We consider the hyperbolic-parabolic singular perturbation problem for a nondegenerate
quasilinear equation of Kirchhoff type with weak dissipation. This means that the
dissipative term is multiplied by a coefficient b(t) which tends to 0 as t → +∞.

The case where b(t) ∼ (1 + t)−p with p < 1 has recently been considered. The result
is that the hyperbolic problem has a unique global solution, and the difference between
solutions of the hyperbolic problem and the corresponding solutions of the parabolic
problem converges to zero both as t → +∞ and as ε → 0+.

In this paper we show that these results cannot be true for p > 1, but they remain
true in the critical case p = 1.

Mathematics Subject Classification 2000 (MSC2000): 35B25, 35B40, 35L70.

Key words: singular perturbation, Kirchhoff equations, quasilinear hyperbolic equa-
tion, weak dissipation, energy estimates.



1 Introduction

Let H be a real Hilbert space. For every x and y in H , |x| denotes the norm of x, and
〈x, y〉 denotes the scalar product of x and y. Let A be a self-adjoint linear operator on
H with dense domain D(A). We assume that A is nonnegative, namely 〈Ax, x〉 ≥ 0 for
every x ∈ D(A), so that for every α ≥ 0 the power Aαx is defined provided that x lies
in a suitable domain D(Aα).

Let m : [0, +∞) → (0, +∞) be a function of class C1 satisfying the nondegeneracy
condition

µ1 := inf
σ≥0

m(σ) > 0. (1.1)

We consider the second order Cauchy problem

εu′′
ε(t) + b(t)u′

ε(t) + m(|A1/2uε(t)|2)Auε(t) = 0 ∀t ≥ 0, (1.2)

uε(0) = u0, u′
ε(0) = u1, (1.3)

where ε > 0 is a parameter and b : [0, +∞) → (0, +∞) is a given function. We also
consider the first order reduced Cauchy problem

b(t)u′(t) + m(|A1/2u(t)|2)Au(t) = 0 ∀t ≥ 0, (1.4)

u(0) = u0, (1.5)

obtained setting formally ε = 0 in (1.2), and omitting the second initial condition
in (1.3).

It is well known that (1.2), (1.3) is the abstract setting of a nonlocal quasilinear
hyperbolic partial differential equation which was proposed as a model for the damped
small vibrations of an elastic string or membrane with uniform density equal to ε. In
the concrete setting assumption (1.1) is equivalent to strict hyperbolicity.

Following the approach introduced by J. L. Lions [12] in the linear case, we consider
also the corrector θε(t) as the solution of the second order linear problem

εθ′′ε (t) + b(t)θ′ε(t) = 0 ∀t ≥ 0, (1.6)

θε(0) = 0, θ′ε(0) = u1 +
1

b(0)
m(|A1/2u0|2)Au0 =: w0. (1.7)

Since θ′ε(0) = u′
ε(0)−u′(0), this corrector keeps into account the boundary layer due

to the loss of one initial condition. Finally we define rε(t) and ρε(t) in such a way that

uε(t) = u(t) + θε(t) + rε(t) = u(t) + ρε(t) ∀t ≥ 0. (1.8)

The singular perturbation problem consists in proving that rε(t) → 0 or ρε(t) → 0
in some sense as ε → 0+.
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Constant dissipation In the case of Kirchhoff equations this problem is well studied
when b(t) is a positive constant. The classical result (see [2], [16]) is the existence
of a unique global solution provided that (u0, u1) ∈ D(A) × D(A1/2) and ε is small
enough. Existence of a global solution with ε large is still an open problem, as well as
the nondissipative case b(t) ≡ 0.

The behavior of solutions as t → +∞ and ε → 0+ has long been studied (see [4],
[10], [7], [8]). A complete answer was found by H. Hashimoto and T. Yamazaki [11].
They proved that for initial data (u0, u1) ∈ D(A3/2) × D(A) one has that

|ρε(t)| + (1 + t)1/2|A1/2ρε(t)| +
√
ε(1 + t)|r′ε(t)| ≤ Cε ∀t ≥ 0, (1.9)

where of course C doesn’t depend on t and ε. When (u0, u1) ∈ D(A2) × D(A) the
coefficient

√
ε may be dropped, thus providing a better convergence rate on r′ε(t). We

define (1.9) an error-decay estimate because it keeps into account in the same time both
the decay of solutions as t → +∞, and their behavior as ε → 0+. It unifies and extends
or improves all previous convergence or decay results.

This theory can be easily extended from the model case where b(t) is constant to
the more general case where b(t) is bounded by two positive constants, with some extra
conditions on b′(t).

Subcritical weak dissipation The case where b(t) → 0 as t → +∞, the typical
example being b(t) = (1+ t)−p for some p > 0, seems to be more difficult because of the
competition between the smallness of ε and the smallness of b(t). To our knowledge the
first results in this direction were obtained by K. Ono [14], who proved global existence
in the special degenerate case m(σ) = σ provided that p ≤ 1/3, and by M. Nakao
and J. Bae [13] who proved global existence in the nondegenerate case with a coercive
operator and a special nonlinear dissipation term which decays as (1 + t)−p with p < 1
as t → +∞.

Recently, T. Yamazaki [18] considered problem (1.2), (1.3) with the nondegeneracy
assumption (1.1) and b(t) which decays as (1 + t)−p with p < 1 as t → +∞. She proved
existence of a global solution when ε is small enough, and error-decay estimates for the
singular perturbation problem.

The main result as stated in [18] depends on several parameters. Limiting for simplic-
ity to estimates such as (1.9), she proved that for initial data (u0, u1) ∈ D(A5/2)×D(A2)
one has that

|ρε(t)| + (1 + t)(p+1)/2|A1/2ρε(t)| +
√
ε(1 + t)|r′ε(t)| ≤ Cε ∀t ≥ 0, (1.10)

where of course C doesn’t depend on t and ε. The coefficient
√
ε may be dropped for

more regular data. This error-decay estimate extends (1.9) (which becomes the special
case p = 0) but for the fact that it seems to require more regularity on the initial data.
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In any case the time-decay rates on |A1/2ρε(t)| and |r′ε(t)| are those expected for
solutions of the parabolic problem (1.4), (1.5), and they are optimal in the case of
noncoercive operators in the sense explained in [3]. Roughly speaking this means that
for p < 1 the smallness of ε is dominant over the smallness of b(t) as t → +∞, and in
this regime (1.2) behaves like a parabolic equation.

Proofs are based on a subtle spectral analysis of the corresponding linearized equa-
tions which gives at the same time the existence result and the decay-error estimates.

Supercritical and critical weak dissipation In this paper we consider problem (1.2),
(1.3) in the case where b(t) = (1 + t)−p with p ≥ 1.

When p > 1 a simple argument (see Theorem 2.3) shows that solutions of the
hyperbolic problem (provided they globally exist, which remains an open problem) do
not decay to 0 as t → +∞. On the contrary it is easy to see that the solutions of the
parabolic problem always decay to 0 as t → +∞ (faster and faster as p grows). As a
consequence one cannot expect global-in-time error-decay estimates such as (1.10). This
also means that for p > 1 the smallness of b(t) is dominant over the smallness of ε, and
in this regime (1.2) behaves like a (nondissipative) hyperbolic equation.

This dichotomy, namely parabolic behavior for p < 1 and hyperbolic behavior for
p > 1, had already been observed in [17] and [15] in the case of linear equations (when
m(σ) is a positive constant).

Then we concentrate on the critical case p = 1, showing that also in this case the
parabolic nature prevails. We prove indeed that for every (u0, u1) ∈ D(A)×D(A1/2) the
problem has a unique global solution provided that ε is small enough, and this solution
decays to 0 as t → +∞ with the same rate of the corresponding parabolic problem.
We also prove decay-error estimates for the singular perturbation problem which extend
(1.10) to the case p = 1.

Our approach is based uniquely on energy estimates and it applies directly to the
nonlinear problem. The main advantage is of course the possibility to treat the critical
case. Nevertheless we point out that our assumptions on initial data are always minimal.
We obtain indeed the global existence result for initial data in D(A)×D(A1/2), which is
of course the largest space where a solution of class C2 can be expected, and we obtain
the decay-error estimates for initial data in D(A3/2)×D(A1/2), which is the largest space
where error estimates of order ε can be obtained, even when b(t) and m(σ) are positive
constants (see [6]). We also obtain the decay-error estimate without the coefficient

√
ε

for initial data (u0, u1) ∈ D(A2) × D(A) (see Remark 2.4).
For the sake of simplicity we work out the details only in the case p = 1. On the

other hand, the same technique applies to the case 0 < p < 1, or when b(t) is constant,
providing a different proof of (1.9) and (1.10) with minimal assumptions on the initial
data.

When this paper was almost complete we were informed that Taeko Yamazaki inde-
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pendently obtained some results on the same problem (see [19]) by different methods.

2 Statements

Throughout this paper the operator A always satisfies the following assumption:

(Hp-A) A is a selfadjoint nonnegative linear operator whose domain D(A) is dense in
a Hilbert space H .

We never assume A to be coercive.
Existence of a unique global solution to problem (1.4), (1.5) is well known. The

following is the result we need in this paper.

Theorem A Let A be an operator satisfying (Hp-A), let m : [0, +∞) → (0, +∞) be a
function of class C1, let b(t) = (1 + t)−1, and let u0 ∈ D(A).

Then problem (1.4), (1.5) has a unique solution

u ∈ C1([0, +∞); H) ∩ C0([0, +∞); D(A)).

Moreover u ∈ C2((0, +∞); D(Aα)) for every α ≥ 0.
If in addition m satisfies (1.1), and u0 ∈ D(Ak/2) for some positive integer k, then

there exists a constant γk, depending only on k and µ1, such that

(1 + t)2k|Ak/2u(t)|2 ≤ γk

(

|u0|2 + |Ak/2u0|2
)

∀t ≥ 0, (2.1)

∫ +∞

0

(1 + s)2k+1|A(k+1)/2u(s)|2 ds ≤ γk

(

|u0|2 + |Ak/2u0|2
)

. (2.2)

The existence part of Theorem A is an easy consequence of Theorem 4.1 in [9]. In
section 3.2 below we sketch the proof of the decay estimates (2.1) and (2.2).

The first result of this paper concerns the global solvability of problem (1.2), (1.3),
and the time decay of its solutions.

Theorem 2.1 Let A be an operator satisfying (Hp-A), let m : [0, +∞) → (0, +∞) be a
function of class C1 satisfying the non-degeneracy condition (1.1), let b(t) = (1 + t)−1,
and let (u0, u1) ∈ D(A) × D(A1/2).

Then there exists ε0 > 0 such that for every ε ∈ (0, ε0) problem (1.2), (1.3) has a
unique global solution

uε ∈ C2([0, +∞); H) ∩ C1([0, +∞); D(A1/2)) ∩ C0([0, +∞); D(A)).

Moreover there exists a constant C, independent on ε and t, such that

|uε(t)|2 ≤ C ∀t ≥ 0; (2.3)
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|A1/2uε(t)|2 ≤
C

(1 + t)2
∀t ≥ 0; (2.4)

|u′
ε(t)|2 ≤

C

(1 + t)2
∀t ≥ 0; (2.5)

∫ +∞

0

(1 + s)
(

|u′
ε(s)|2 + |A1/2uε(s)|2

)

ds ≤ C; (2.6)

ε|A1/2u′
ε(t)|2 + |Auε(t)|2 ≤

C

(1 + t)4
∀t ≥ 0; (2.7)

∫ +∞

0

(1 + s)3
(

|A1/2u′
ε(s)|2 + |Auε(s)|2

)

ds ≤ C. (2.8)

The second result of this paper are the following decay-error estimates.

Theorem 2.2 Let A, m, b be as in Theorem 2.1. Let (u0, u1) ∈ D(A3/2) × D(A1/2).
Let uε(t) be the solution of (1.2), (1.3), let u(t) be the solution of (1.4), (1.5), and let
rε(t) and ρε(t) be defined by (1.8).

Then there exist ε0 > 0 and C > 0 such that for every ε ∈ (0, ε0) we have that

|ρε(t)| ≤ Cε ∀t ≥ 0; (2.9)

|A1/2ρε(t)| ≤ C
ε

1 + t
∀t ≥ 0; (2.10)

|r′ε(t)| ≤ C

√
ε

1 + t
∀t ≥ 0; (2.11)

∫ +∞

0

(1 + s)
∣

∣A1/2ρε(s)
∣

∣

2
ds ≤ Cε2; (2.12)

∫ +∞

0

(1 + s)|r′ε(s)|2 ds ≤ Cε2. (2.13)

The last result of this paper is that in the supercritical case p > 1 solutions cannot
decay to 0 as t → +∞.

Theorem 2.3 Let A and m be as in Theorem 2.1. Let b : [0, +∞) → (0, +∞) be a
continuous function such that

∫ +∞

0

b(s) ds < +∞. (2.14)

Let (u0, u1) ∈ D(A) × D(A1/2) be such |u1|2 + |A1/2u0|2 > 0. Let us assume that for
some ε > 0 problem (1.2), (1.3) has a global solution uε.

Then
lim inf
t→+∞

(

|u′
ε(t)|2 + |A1/2uε(t)|2

)

> 0. (2.15)
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For the sake of simplicity we decided to state and prove our results in the model case
b(t) = (1+ t)−1 with minimal assumptions on initial data. The same technique however
can be applied with more regular initial data or more general dissipation terms. In this
way one obtains the statements we mention in the two remarks below.

Remark 2.4 Let us assume that in Theorem 2.1 we have that (u0, u1) ∈ D(A(k+1)/2)×
D(Ak/2) for some integer k ≥ 2. Then it turns out that

(1 + t)2k|A(k−1)/2u′
ε(t)|2 + (1 + t)2k+2

(

ε|Ak/2u′
ε(t)|2 + |A(k+1)/2uε(t)|2

)

≤ Ck,
∫ +∞

0

(1 + s)2k+1
(

|Ak/2u′
ε(s)|2 + |A(k+1)/2uε(s)|2

)

ds ≤ Ck,

where the constant Ck depends on k, but not on ε and t. The decay rates are the same
obtained in (2.1) and (2.2) for the parabolic problem.

The decay-error estimates (2.9) through (2.13) admit similar extensions. In partic-
ular when (u0, u1) ∈ D(A(k+2)/2) × D(Ak/2) for some integer k ≥ 2 we have that

(1 + t)k−1|A(k−2)/2r′ε(t)| + (1 + t)k
(√

ε|A(k−1)/2r′ε(t)| + |Ak/2ρε(t)|
)

≤ Ckε, (2.16)
∫ +∞

0

(1 + s)2k−1
(

|Ak/2ρε(s)|2 + |A(k−1)/2r′ε(s)|2
)

ds ≤ Ckε
2. (2.17)

We sketch a proof of (2.16) and (2.17) in section 3.5.

Remark 2.5 Let us assume that b(t) = 1/ϕ(t), where ϕ : [0, +∞) → (0, +∞) is any
function such that ϕ′(t) is bounded, and

either

∫ +∞

0

[ϕ′(s)]2

ϕ(s)
ds < +∞ or

∫ +∞

0

|ϕ′′(s)| ds < +∞.

If A, m, u0, u1 are chosen as in Theorem 2.1, and

Φ(t) := 1 +

∫ t

0

ϕ(s) ds,

then we have that

|uε(t)|2 + Φ(t)
(

|u′
ε(t)|2 + |A1/2uε(t)|2

)

+ Φ2(t)
(

ε|A1/2u′
ε(t)|2 + |Auε(t)|2

)

≤ C,
∫ +∞

0

ϕ(s)
[

|u′
ε(s)|2 + |A1/2uε(s)|2 + Φ(s)

(

|A1/2u′
ε(s)|2 + |Auε(s)|2

)]

ds ≤ C.

These estimates generalize (2.3) through (2.8). Once again the decay rates of uε(t)
are exactly those expected for u(t). The decay-error estimates (2.9) through (2.13)
admit as well analogous extensions in terms of ϕ(t) and Φ(t).

We don’t prove these estimates explicitly because this generality only complicates
proofs without introducing new ideas.
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3 Proofs

3.1 Comparison results for ODEs

In this section we state two comparison lemmata needed to prove our main results. We
omit the simple standard proofs.

Lemma 3.1 Let y : [0, +∞) → [0, +∞) be a function of class C1, and let ψ : [0, +∞) →
[0, +∞) be a continuous function. Let us assume that there exist two constants c1 > 0
and c2 > 0 such that

y′(t) ≤ ψ(t)
(

−c1y(t) + c2

√

y(t)
)

∀t ≥ 0.

Then y(t) ≤ max {y(0), (c2/c1)2} for every t ≥ 0.

Lemma 3.2 For i = 1, 2, 3 let gi : [0, +∞) → [0, +∞) be a continuous function. Let
y : [0, +∞) → [0, +∞) be a function of class C1 such that y(0) = 0 and

y′(t) ≤ −g1(t) + g2(t)y(t) + g3(t) ∀t ≥ 0.

For i = 1, 2, 3 let us set

Gi(t) :=

∫ t

0

gi(s) ds ∀t ≥ 0. (3.1)

Then we have that

y(t) + G1(t) ≤ eG2(t)G3(t) ∀t ≥ 0.

3.2 Decay estimates for the parabolic equation

For every k ∈ N and every t > 0 we have that
[

(1 + t)2k|Ak/2u(t)|2
]′

= 2k(1 + t)2k−1|Ak/2u(t)|2 +

−2(1 + t)2k+1m(|A1/2u(t)|2)|A(k+1)/2u(t)|2,

hence

(1 + t)2k|Ak/2u(t)|2 + 2

∫ t

0

(1 + s)2k+1m(|A1/2u(s)|2)|A(k+1)/2u(s)|2 ds ≤

≤ |Ak/2u0|2 + 2k

∫ t

0

(1 + s)2k−1|Ak/2u(s)|2 ds.

Due to (1.1) this inequality implies (2.1) and (2.2) in the case k = 0. For k > 0 the
same conclusions follow with an easy induction (we remind that all intermediate norms
|Aαu0|, with 0 ≤ α ≤ k/2, are controlled by |u0| and |Ak/2u0|).
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3.3 Global existence and decay

In this section we prove Theorem 2.1.

Local maximal solutions Problem (1.2), (1.3) admits a unique local-in-time solu-
tion, and this solution can be continued to a solution defined in a maximal interval
[0, T ), where either T = +∞, or

lim sup
t→T−

(

|A1/2u′
ε(t)|2 + |Auε(t)|2

)

= +∞. (3.2)

We omit the proof of these standard results. The interested reader is referred to [5]
(see also [1]).

Monotonicity of the Hamiltonian Let

M(σ) :=

∫ σ

0

m(s) ds,

and let
H(t) := ε|u′

ε(t)|2 + M(|A1/2uε(t)|2) (3.3)

be the usual Hamiltonian. From (1.2) we have that

H ′(t) = −2
|u′

ε(t)|2

1 + t
∀t ∈ [0, T ), (3.4)

hence

H(t) + 2

∫ t

0

|u′
ε(s)|2

1 + s
ds = H(0) ∀t ∈ [0, T ).

Since M(σ) ≥ µ1σ this implies that

|A1/2uε(t)|2 ≤
H(0)

µ1
∀t ∈ [0, T ). (3.5)

Definitions and preliminaries Let us set for simplicity

cε(t) := m(|A1/2uε(t)|2). (3.6)

Due to (1.1) and (3.5) we have that

µ1 ≤ cε(t) ≤ µ2, (3.7)

where
µ2 := max

{

m(σ) : 0 ≤ σ ≤ µ−1
1 H(0)

}

. (3.8)
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We also set
L := max

{

|m′(σ)| : 0 ≤ σ ≤ µ−1
1 H(0)

}

, (3.9)

so that
|c′ε(t)|
cε(t)

≤
2L

µ1
|〈u′(t), Au(t)〉| ∀t ∈ [0, T ). (3.10)

Let us consider the following constants, depending only on u0, u1 (more precisely,
on their norms in the spaces up to D(A) × D(A1/2)), µ1, µ2, L:

k1 := max

{

2,
1

µ1

}(

µ2

µ1

(

|u1|2 + |u0|2
)

+ |u1|2 + µ2|A1/2u0|2
)

, (3.11)

k2 := max

{

8,
1

µ1

}

(

k1 + |u1|2 + |u0|2
)

, (3.12)

k3 := k2 +
1

2

(

|A1/2u0|2 + |A1/2u1|2
)

, (3.13)

k4 := max {1, 2µ2}
(

|A1/2u1|2

µ1
+ |Au0|2 +

4

µ1
k3

)

. (3.14)

Finally, let ε0 be small enough in such a way that

ε0 ≤ min

{

1

8
,

µ1

8µ2

}

,
2L|〈u1, Au0〉|

µ1
ε0 <

1

2
,

√
ε0 ≤

µ1

2L(k1 + k4)
. (3.15)

The core of this proof are some estimates on the following energies:

Dε,0(t) :=
1 − ε

2
|uε(t)|2 + ε(1 + t)〈u′

ε(t), uε(t)〉, (3.16)

Dε,1(t) :=
1 − 3ε

2
(1 + t)2|A1/2uε(t)|2 + ε(1 + t)3〈u′

ε(t), Auε(t)〉, (3.17)

Fε(t) := ε
|A1/2u′

ε(t)|2

cε(t)
+ |Auε(t)|2. (3.18)

Gε(t) := (1 + t)2|u′
ε(t)|2. (3.19)

Integral estimate on A1/2uε The time derivative of (3.16) is

D′
ε,0(t) = −(1 + t)cε(t)|A1/2uε(t)|2 + ε(1 + t)|u′

ε(t)|2.

Integrating in [0, t] we obtain that

∫ t

0

(1 + s)cε(s)|A1/2uε(s)|2 ds = ε

∫ t

0

(1 + s)|u′
ε(s)|2 ds + Dε,0(0) − Dε,0(t). (3.20)
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Now we have that

Dε,0(0) =
1 − ε

2
|u0|2 + ε〈u0, u1〉 ≤

1

2
|u0|2 +

ε

2
|u1|2,

and, since ε ≤ 1/2, we have that

−Dε,0(t) ≤ −
1

4
|uε(t)|2 + ε(1 + t)|u′

ε(t)| · |uε(t)| ≤ −
1

8
|uε(t)|2 + 2ε2(1 + t)2|u′

ε(t)|2.

Replacing these estimates in (3.20) we obtain that

1

8
|uε(t)|2 +

∫ t

0

(1 + s)cε(s)|A1/2uε(s)|2 ds ≤

≤ ε

∫ t

0

(1 + s)|u′
ε(s)|2 ds + 2ε2(1 + t)2|u′

ε(t)|2 +
1

2
|u0|2 +

ε

2
|u1|2. (3.21)

First set of decay estimates We prove that

(1 + t)2ε|u′
ε(t)|2 + (1 + t)2|A1/2uε(t)|2 +

∫ t

0

(1 + s)|u′
ε(s)|2 ds ≤ k1, (3.22)

|uε(t)|2 +

∫ t

0

(1 + s)|A1/2uε(s)|2 ds ≤ k2, (3.23)

for every t ∈ [0, T ), where k1 and k2 are the constants defined by (3.11) and (3.12).
To this end from (3.4) we easily deduce that

[

(1 + t)2H(t)
]′

= −2(1 − ε)(1 + t)|u′
ε(t)|2 + 2(1 + t)M(|A1/2uε(t)|2). (3.24)

Moreover from (3.5), (3.7), and (3.8) we have that

M(|A1/2uε(t)|2) ≤ µ2|A1/2uε(t)|2 ≤
µ2

µ1
cε(t)|A1/2uε(t)|2.

This allows to estimate the last term in (3.24), yielding that

[

(1 + t)2H(t)
]′ ≤ −2(1 − ε)(1 + t)|u′

ε(t)|2 +
2µ2

µ1
(1 + t)cε(t)|A1/2uε(t)|2.

Now we integrate in [0, t] and we use (3.21). After rearranging the terms we obtain
that

(1 + t)2

(

1 −
4µ2

µ1
ε

)

ε|u′
ε(t)|2 + (1 + t)2M(|A1/2uε(t)|2)+

+2

(

1 − ε−
µ2

µ1
ε

)
∫ t

0

(1 + s)|u′
ε(s)|2 ds ≤ H(0) +

µ2

µ1

(

|u0|2 + ε|u1|2
)

.
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From our smallness assumptions on ε and the usual estimates on M(|A1/2uε(t)|2) we
deduce that

1

2
(1 + t)2ε|u′

ε(t)|2 + µ1(1 + t)2|A1/2uε(t)|2 +

∫ t

0

(1 + s)|u′
ε(s)|2 ds ≤

≤ |u1|2 + µ2|A1/2u0|2 +
µ2

µ1

(

|u0|2 + |u1|2
)

,

from which (3.22) easily follows.
This allows to estimate the first two terms in the right-hand side of (3.21). We thus

obtain (3.23).

Integral estimate on Auε The time derivative of (3.17) is

D′
ε,1(t) = −(1 + t)3cε(t)|Auε(t)|2 + ε(1 + t)3|A1/2u′

ε(t)|2 + (1 − 3ε)(1 + t)|A1/2uε(t)|2.

Integrating in [0, t] we obtain that

∫ t

0

(1 + s)3cε(s)|Auε(s)|2 ds ≤ ε

∫ t

0

(1 + s)3|A1/2u′
ε(s)|2 ds + Dε,1(0) +

+

∫ t

0

(1 + s)|A1/2uε(s)|2 ds − Dε,1(t). (3.25)

The second integral in the right-hand side can be estimated using (3.23). Moreover

Dε,1(0) =
1 − 3ε

2
|A1/2u0|2 + ε〈A1/2u0, A

1/2u1〉 ≤
1

2
|A1/2u0|2 +

ε

2
|A1/2u1|2,

and, since ε ≤ 1/6, we have that

−Dε,1(t) ≤ −
1

4
(1 + t)2|A1/2uε(t)|2 + 2 · (1 + t)

|A1/2uε(t)|
2

· ε(1 + t)2|A1/2u′
ε(t)|

≤ ε2(1 + t)4|A1/2u′
ε(t)|2.

Replacing all these estimates in (3.25) we obtain that

∫ t

0

(1 + s)3cε(s)|Auε(s)|2 ds ≤

≤ ε

∫ t

0

(1 + s)3|A1/2u′
ε(s)|2 ds + ε2(1 + t)4|A1/2u′

ε(t)|2 + k3. (3.26)
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Second set of decay estimates Let us set

S := sup

{

τ ≤ T : ε
|c′ε(t)|
cε(t)

≤
1

2(1 + t)
∀t ∈ [0, τ ]

}

. (3.27)

We claim that S > 0 and

(1 + t)4ε|A1/2u′
ε(t)|2 + (1 + t)4|Auε(t)|2 +

∫ t

0

(1 + s)3|A1/2u′
ε(s)|2 ds ≤ k4, (3.28)

∫ t

0

(1 + s)3|Auε(s)|2 ds ≤
k4 + k3

µ1
, (3.29)

for every t ∈ [0, S), where k3 and k4 are the constants defined by (3.13) and (3.14).
Let us prove these claims. Thanks to inequality (3.10) with t = 0 and the second

inequality in (3.15) we have that

ε
|c′ε(0)|
cε(0)

≤ ε0
2L|〈u1, Au0〉|

µ1
<

1

2
,

hence S > 0. Moreover we have that

[

(1 + t)4Fε(t)
]′

= −(1 + t)4

(

2 − 4ε

1 + t
+ ε

c′ε(t)

cε(t)

)

|A1/2u′
ε(t)|2

cε(t)
+ 4(1 + t)3|Auε(t)|2

for every t ∈ [0, T ). Now let us restrict to t ∈ [0, S). Due to the definition of S and the
fact that ε ≤ 1/8 this implies that

[

(1 + t)4Fε(t)
]′ ≤ −(1 + t)3 |A1/2u′

ε(t)|2

cε(t)
+

4

µ1
(1 + t)3cε(t)|Auε(t)|2.

Now we integrate in [0, t] and we use (3.26). After recollecting the terms we end up
with

(

1

cε(t)
−

4

µ1
ε

)

(1 + t)4ε|A1/2u′
ε(t)|2 + (1 + t)4|Auε(t)|2+

+

∫ t

0

(

1

cε(s)
−

4

µ1
ε

)

(1 + s)3|A1/2u′
ε(s)|2 ds ≤ F (0) +

4

µ1
k3. (3.30)

Since ε ≤ µ1/(8µ2) we have that

1

cε(t)
−

4

µ1
ε ≥

1

µ2
−

4

µ1
ε ≥

1

2µ2
,

and therefore (3.28) easily follows from (3.30). This in turn allows to estimate the first
two terms in the right-hand side of (3.26). We thus obtain (3.29).
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Global existence We prove that S = T = +∞. Let us assume by contradiction that
S < T . By definition (3.27) of S this means that necessarily

ε
|c′ε(S)|
cε(S)

=
1

2(1 + S)
(3.31)

On the other hand, applying (3.10) with t = S, (3.22), (3.28), and the last inequality
in (3.15), we have that

ε
|c′ε(S)|
cε(S)

≤ ε
2L

µ1
|〈u′

ε(S), Auε(S)〉| ≤
L

µ1

√
ε
(

ε|u′
ε(S)|2 + |Auε(S)|2

)

≤

≤
L

µ1

√
ε0

(

k1

(1 + S)2
+

k4

(1 + S)4

)

<
1

2(1 + S)
,

which contradicts (3.31).
It remains to prove that T = +∞. To this end it is enough to show that (3.2) cannot

be true, and this immediately follows from (3.28).

Last decay estimate Since T = +∞ we know that (3.22) and (3.23) hold true for
every t ≥ 0. This proves (2.3), (2.4), and (2.6). Since S = +∞ we know that also (3.28)
and (3.29) hold true for every t ≥ 0. This proves (2.7) and (2.8).

It remains to prove (2.5). To this end we compute the time derivative of (3.19):

G′
ε(t) = −2

(

1

ε
− 1

)

(1 + t)|u′
ε(t)|2 −

2

ε
(1 + t)2〈u′

ε(t), cε(t)Auε(t)〉.

From estimate (3.28) and the fact that ε ≤ 1/2 it follows that

G′
ε(t) ≤ −

Gε(t)

ε(1 + t)
+

2µ2

ε
(1 + t)|Auε(t)|

√

Gε(t)

≤
1

ε(1 + t)

(

−Gε(t) + 2µ2

√

k4

√

Gε(t)
)

.

Therefore the conclusion follows from Lemma 3.1 applied with y(t) := Gε(t).

3.4 Decay-error estimates

In this section we prove Theorem 2.2.
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Notations and preliminaries Throughout this proof we assume that ε ∈ (0, ε0),
where ε0 satisfies inequalities (3.15) as in the proof of the global existence result, and
the further inequality

ε0 ≤
µ1

128µ2
. (3.32)

Under assumption (3.15) we already know that problem (1.2), (1.3) has a unique
global solution satisfying (2.3) through (2.8), and

ε
|c′ε(t)|
cε(t)

≤
1

2(1 + t)
∀t ≥ 0, (3.33)

where of course cε(t) is defined by (3.6). Accordingly we set c(t) := m(|A1/2u(t)|2). The
function t → M(|A1/2u(t)|2) turns out to be nonincreasing, and therefore inequalities
(3.5) and (3.7) hold true also with u(t) and c(t) in place of uε(t) and cε(t).

The corrector θε(t), namely the solution of (1.6), (1.7), can be explicitly computed
to be

θε(t) =
ε

1 − ε

(

1 − (1 + t)1−1/ε
)

w0, (3.34)

so that
θ′ε(t) = w0(1 + t)−1/ε. (3.35)

Simple calculations show that rε is the solution of the Cauchy problem

εr′′ε (t) +
1

1 + t
r′ε(t) + cε(t)Aρε(t) = (c(t) − cε(t))Au(t) − εu′′(t),

rε(0) = 0, r′ε(0) = 0,

while ρε is the solution of the Cauchy problem

ερ′′ε(t) +
1

1 + t
ρ′ε(t) + cε(t)Aρε(t) = (c(t) − cε(t))Au(t) − εu′′(t),

ρε(0) = 0, ρ′ε(0) = w0.

In order to estimate ρε and rε we introduce the energies

Dε(t) :=
1 − ε

2
|ρε(t)|2 + ε(1 + t)〈ρ′ε(t), ρε(t)〉, (3.36)

Eε(t) := ε
|r′ε(t)|2

cε(t)
+ |A1/2ρε|2. (3.37)

From now on K1, K2, α1, . . . , α23 denote constants depending only on u0, u1 (more
precisely on their norms in the spaces up to D(A3/2) × D(A1/2)), µ1, µ2, L.
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Integral estimate on u′′ We prove that when u0 ∈ D(A3/2) we have that

∫ +∞

0

(1 + s)3|u′′(s)|2 ds < +∞. (3.38)

Indeed for every t > 0 we have that

u′′(t) = −c(t)Au(t) + (1 + t)2c2(t)A2u(t) + 2(1 + t)2c(t)m′(|A1/2u(t)|2)|Au(t)|2Au(t).

From (2.1) with k = 1 we deduce that |A1/2u(t)| is bounded, hence also c(t) and
m′(|A1/2u(t)|2) are bounded. Moreover also (1 + t)2|Au(t)|2 is bounded because of (2.1)
with k = 2. It follows that

|u′′(t)| ≤ α1|Au(t)| + α2(1 + t)2|A2u(t)|,

hence
(1 + t)3|u′′(t)|2 ≤ α3(1 + t)3|Au(t)|2 + α4(1 + t)7|A2u(t)|2.

Therefore (3.38) follows from (2.2) applied with k = 1 and k = 3.

Boundedness of Eε We prove that there exists a constant K1 such that

Eε(t) +

∫ t

0

1

1 + s

|r′ε(s)|2

cε(s)
ds ≤ K1ε

2, ∀t ≥ 0. (3.39)

The time derivative of (3.37) is

E ′
ε(t) = −

|r′ε(t)|2

cε(t)

(

ε
c′ε(t)

cε(t)
+

2

1 + t

)

+ 2〈θ′ε(t), Aρε(t)〉 +

+
2

cε(t)
〈r′ε(t), (c(t) − cε(t))Au(t) − εu′′(t)〉. (3.40)

Let us estimate the three terms in the right-hand side. The first summand can be
easily estimated by (3.33). For the second summand we use (3.35) and we obtain that

2〈θ′ε(t), Aρε(t)〉 ≤ 2|A1/2θ′ε(t)| · |A1/2ρε(t)| ≤ 2|A1/2w0|(1 + t)−1/ε|A1/2ρε(t)|.

From (3.9), (2.1) with k = 1, and (2.4) we have that

|c(t) − cε(t)| ≤ L
∣

∣|A1/2u(t)|2 − |A1/2uε(t)|2
∣

∣

≤ L
(

|A1/2u(t)| + |A1/2uε(t)|
)

|A1/2ρε(t)|
≤ α5|A1/2ρε(t)|, (3.41)
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hence (for shortness’ sake we omit the dependence on t)

2

cε
〈r′ε, (c − cε)Au − εu′′〉 ≤

1

cε
· 2

|r′ε|√
1 + t

·
√

1 + t (|c − cε||Au| + ε|u′′|)

≤
1

2

|r′ε|2

(1 + t)cε
+

4

cε
(1 + t)

(

|c − cε|2|Au|2 + ε2|u′′|2
)

≤
1

2

|r′ε|2

(1 + t)cε
+ α6(1 + t)|A1/2ρε|2|Au|2 + α7ε

2(1 + t)|u′′|2.

Replacing all these estimates in (3.40) we obtain that

E ′
ε(t) ≤ −

1

1 + t

|r′ε(t)|2

cε(t)
+ α6(1 + t)|Au(t)|2|A1/2ρε(t)|2 +

+α7(1 + t)ε2|u′′(t)|2 + α8(1 + t)−1/ε|A1/2ρε(t)|, (3.42)

and in particular

E ′
ε(t) ≤ −

1

1 + t

|r′ε(t)|2

cε(t)
+ α6(1 + t)|Au(t)|2Eε(t) +

+α7(1 + t)ε2|u′′(t)|2 + α8(1 + t)−1/ε sup
t≥0

|A1/2ρε(t)|.

=: −g1(t) + g2(t)Eε(t) + g3(t).

We can now apply Lemma 3.2 with y(t) := Eε(t) (we recall that Eε(0) = 0). The
function G2(t) defined according to (3.1) is bounded in t because of (2.2) with k = 1. It
follows that

Eε(t) +

∫ t

0

1

1 + s

|r′ε(s)|2

cε(s)
ds ≤ α9ε

2

∫ t

0

(1 + s)|u′′(s)|2 ds +

+α9 sup
t≥0

|A1/2ρε(t)|
∫ t

0

(1 + s)−1/ε ds.

The first integral in the right-hand side is uniformly bounded due to (3.38), the
second one is less than 2ε. It follows that

Eε(t) +

∫ t

0

1

1 + s

|r′ε(s)|2

cε(s)
ds ≤ α10ε

2 + α11ε sup
t≥0

|A1/2ρε(t)|. (3.43)

In particular
(

sup
t≥0

|A1/2ρε(t)|
)2

≤ α10ε
2 + α11ε sup

t≥0
|A1/2ρε(t)| ≤

1

2

(

sup
t≥0

|A1/2ρε(t)|
)2

+ α12ε
2,

and therefore
sup
t≥0

|A1/2ρε(t)| ≤ α13ε. (3.44)

Coming back to (3.43) we obtain (3.39).
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Integral estimate on A1/2ρε The time derivative of (3.36) is

D′
ε(t) = −(1 + t)cε(t)|A1/2ρε(t)|2 + ε(1 + t)|ρ′ε(t)|2 +

+(1 + t)(c(t) − cε(t))〈Au(t), ρε(t)〉 − ε(1 + t)〈u′′(t), ρε(t)〉.

Let us estimate the last three terms. From (3.35) we have that

|ρ′ε(t)|2 ≤ 2
(

|r′ε(t)|2 + |θ′ε(t)|2
)

≤ 2|r′ε(t)|2 + α14(1 + t)−2/ε.

Moreover from (3.41) and (3.44) we deduce that

(c(t) − cε(t))〈Au(t), ρε(t)〉 ≤ |c(t) − cε(t)| · |A1/2u(t)| · |A1/2ρε(t)|
≤ |A1/2ρε(t)| ·

(

α5|A1/2ρε(t)| · |A1/2u(t)|
)

≤
1

4
cε(t)|A1/2ρε(t)|2 +

α2
5

cε(t)
|A1/2ρε(t)|2|A1/2u(t)|2

≤
1

4
cε(t)|A1/2ρε(t)|2 + α15ε

2|A1/2u(t)|2.

The term involving u′′(t) can be estimated more or less as in the proof of (3.38). We
obtain that

|ε〈ρε(t), u
′′(t)〉| ≤ |A1/2ρε(t)| · ε

(

α1|A1/2u(t)| + α2(1 + t)2|A3/2u(t)|
)

≤
1

4
cε(t)|A1/2ρε(t)|2 + α16ε

2
(

|A1/2u(t)|2 + (1 + t)4|A3/2u(t)|2
)

.

Replacing all these estimates in the expression for D′
ε(t) we find that

D′
ε(t) ≤ −

1

2
(1 + t)cε(t)|A1/2ρε(t)|2 + 2ε(1 + t)|r′ε(t)|2 + α14ε(1 + t)1−2/ε +

+α17ε
2(1 + t)|A1/2u(t)|2 + α16ε

2(1 + t)5|A3/2u(t)|2.

Now we integrate in [0, t]. Since Dε(0) = 0, by (2.2) with k = 0 and k = 2 we obtain
that

1

2

∫ t

0

(1 + s)cε(s)|A1/2ρε(s)|2 ds ≤ 2ε

∫ t

0

(1 + s)|r′ε(s)|2 ds + α18ε
2 −Dε(t). (3.45)

Let us estimate the last term. By the smallness of ε and (3.35) we have that

−Dε(t) ≤ −
1

4
|ρε(t)|2 + |ρε(t)| · ε(1 + t)|ρ′ε(t)|

≤ −
1

8
|ρε(t)|2 + 4ε2(1 + t)2

(

|r′ε(t)|2 + |θ′ε(t)|2
)

≤ −
1

8
|ρε(t)|2 + 4ε2(1 + t)2|r′ε(t)|2 + α19ε

2.
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Going back to (3.45) this implies that

|ρε(t)|2 +

∫ t

0

(1 + s)cε(s)|A1/2ρε(s)|2 ds ≤

≤ 16ε

∫ t

0

(1 + s)|r′ε(s)|2 ds + 32ε2(1 + t)2|r′ε(t)|2 ds + α20ε
2. (3.46)

Decay estimates on Eε We improve (3.39) and (3.46) by showing that there exists
a constant K2 such that

(1 + t)2Eε(t) +

∫ +∞

0

(1 + s)|r′ε(s)|2 ds ≤ K2ε
2, ∀t ≥ 0, (3.47)

|ρε(t)|2 +

∫ t

0

(1 + s)|A1/2ρε(s)|2 ds ≤ K2ε
2 ∀t ≥ 0. (3.48)

These estimates imply (2.9) through (2.13).
From (3.42) we have that

[

(1 + t)2Eε(t)
]′

= (1 + t)2E ′
ε(t) + 2(1 + t)Eε(t)

≤ −(1 − 2ε)(1 + t)
|r′ε(t)|2

cε(t)
+ 2(1 + t)|A1/2ρε(t)|2 +

+(1 + t)3
(

α6|Au(t)|2|A1/2ρε(t)|2 + α7ε
2|u′′(t)|2

)

+

+α8(1 + t)2−1/ε|A1/2ρε(t)|.

By the smallness assumptions on ε and estimate (3.44) this implies that

[

(1 + t)2Eε(t)
]′ ≤ −

1

2
(1 + t)

|r′ε(t)|2

cε(t)
+

2

µ1
(1 + t)cε(t)|A1/2ρε(t)|2 +

+α21ε
2(1 + t)3

(

|Au(t)|2 + |u′′(t)|2
)

+ α22ε(1 + t)2−1/ε.

Now we integrate in [0, t]. By (3.46), (2.2) with k = 1, and (3.38) we obtain that

(1 + t)2Eε(t) +
1

2

∫ t

0

(1 + s)
|r′ε(s)|2

cε(s)
ds ≤

≤ α23ε
2 +

32

µ1
ε

∫ t

0

(1 + s)|r′ε(s)|2 ds +
64

µ1
ε2(1 + t)2|r′ε(t)|2.

Rearranging the terms this may be rewritten as
(

1

cε(t)
−

64

µ1
ε

)

(1 + t)2ε|r′ε(t)|2 + (1 + t)2|A1/2ρε(t)|2+

+
1

2

∫ t

0

(

1

cε(t)
−

64

µ1
ε

)

(1 + s)|r′ε(s)|2 ds ≤ α22ε
2. (3.49)
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By (3.32) we have that

1

cε(t)
−

64

µ1
ε ≥

1

µ2
−

64

µ1
ε ≥

1

2µ2
,

and therefore (3.47) easily follows from (3.49).
This in turn allows to estimate the first two terms in the right-hand side of (3.46).

We thus obtain (3.48).

3.5 Decay-error estimates for more regular data

Let us assume that (u0, u1) ∈ D(A(k+2)/2) × D(Ak/2). Let us consider the energies

Dε,k(t) := 1−(2k−1)ε
2 (1 + t)2k−2|A(k−1)/2ρε(t)|2 + ε(1 + t)2k−1〈A(k−1)/2ρ′ε(t), A

(k−1)/2ρε(t)〉,

Eε,k(t) := ε
|A(k−1)/2r′ε(t)|2

cε(t)
+ |Ak/2ρε(t)|2,

which are the natural extensions of those defined in (3.36) and (3.37). For simplicity in
this section Ck denotes a constant, which may be different from line to line, but always
depends only on k, on µ1, µ2, L, and on the norms of initial data in the appropriate
spaces (so that Ck doesn’t depend on ε and t).

Working with Dε,k(t) and (1+ t)2kEε,k(t) as we did with Dε(t) and (1+ t)2Eε(t), with
an easy induction we obtain (2.17) and

(1 + t)k
(√

ε|A(k−1)/2r′ε(t)| + |Ak/2ρε(t)|
)

≤ Ckε. (3.50)

In order to prove (2.16) it remains to show that

(1 + t)k−1|A(k−2)/2r′ε(t)| ≤ Ckε. (3.51)

To this end we consider the energy

Gε,k(t) := (1 + t)2k−2|A(k−2)/2r′ε(t)|2,

which is the natural extension of (3.19). Its time derivative is (for shortness’ sake we
omit the dependence on t)

G′
ε,k =

(

2k − 2 −
2

ε

)

(1 + t)2k−3|A(k−2)/2r′ε|2 +

−
2

ε
(1 + t)2k−2〈A(k−2)/2r′ε, cεA

k/2ρε + (cε − c)Ak/2u + εA(k−2)/2u′′〉

≤
(

2k − 2 −
2

ε

)

1

1 + t
Gε,k +

2

ε

1

1 + t

√

Gε,k ×

×(1 + t)k
{

cε|Ak/2ρε| + |cε − c||Ak/2u| + ε|A(k−2)/2u′′|
}

.
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All the terms in the last line can be easily estimated. From (3.50), (2.1), (3.41), and
(3.44) we have indeed that

(1 + t)k|Ak/2ρε(t)| ≤ Ckε, |cε(t) − c(t)|(1 + t)k|Ak/2u(t)| ≤ Ckε,

while arguing as in the proof of (3.38) we obtain that

(1 + t)k|A(k−2)/2u′′(t)| ≤ α1(1 + t)k|Ak/2u(t)| + α2(1 + t)k+2|A(k+2)/2u(t)| ≤ Ck.

Therefore for ε small enough it turns out that

G′
ε,k(t) ≤

1

ε(1 + t)

(

−Gε,k(t) + εCk

√

Gε,k(t)

)

∀t ≥ 0.

Since Gε,k(0) = 0, from Lemma 3.1 we deduce that Gε,k(t) ≤ C2
kε

2 for every t ≥ 0,
which is equivalent to (3.51).

3.6 The supercritical case

Let us prove Theorem 2.3. Let us define H(t) as in (3.3). Then

H ′(t) = −2b(t)|u′
ε(t)|2 ≥ −

2

ε
b(t)H(t),

hence

H(t) ≥ H(0) exp

(

−
2

ε

∫ t

0

b(s) ds

)

.

The right-hand side is greater than a positive constant independent on t because of
(2.14) and the fact that H(0) > 0. This implies (2.15).
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